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Abstract

In this paper, we propose a Multi-Agent Agenda-

scheduling System. In our daily life, meeting schedul-

ing is a time-consuming, iterative and somewhat tedious

task. In multi-agent meeting scheduling, agents who act

autonomously in the network can schedule meetings on

individuals' behalf. In the workplace, agendas are often

scheduled for meetings. In this paper, we schedule agen-

das for meetings. Ideally, all users' preferences should be

accepted. It is, however, often di�cult to reach an agree-

ment among agents in consideration of all users' prefer-

ences. This persuasion mechanism facilitates making a col-

lective agreement among agents in consideration of users'

preferences. In agenda-scheduling, agents must quantify

the user's subjective preferences. In order to quantify the

user's subjective preferences, we employ the Analytic Hier-

archy Process. In this paper, we present experiments that

show how agents can reach a collective agreement by using

a persuasion protocol.

1 Introduction

The term agent, used in a variety of ways, has recently
commanded much attention in the �eld of AI. Agents
should have their own knowledge and beliefs and act
autonomously in an open network environment. In
multiagent environments, agents' goals can be com-
mon, independent, or con
icting. Ideally, agents
should be working toward an agreement in order to re-
solve con
ict or encourage cooperation. Reaching an
agreement is one of the most important task of agents.

In order to reach an agreement among agents, we
have proposed a persuasion protocol[6, 7, 8]. The per-
suasion protocol is based on the rationality of agents.
Agents should satisfy some criteria of rationality, e.g.,
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economic rationality, logical rationality, etc. For ex-
ample, economic rationality is satis�ed by maximizing
(expected) utility[9]. Logical rationality is satis�ed by
maintaining logical consistency.

In this paper, we chose a multiagent meeting
scheduling domain as a testbed for the performance
of the persuasion protocol. Ideally, in order to re
ect
users' preferences in group decision, many proposals
should be accepted by agents. It is, however, di�-
cult to accept all the proposals since the proposals
can sometimes con
ict. In this paper, we show how
negotiation using the persuasion protocol can reach
more agreements compared with existing negotiation
protocols, e.g., Contract Net Protocol[16], Multistage
Negotiation[2], and Uni�ed Negotiation Protocol[12].

In the process described by this paper, agents sched-
ule the meeting's agendas. One problem in agenda
scheduling is how to allocate agendas to time intervals.
Each agent has individual preferences regarding agen-

das and costs on time intervals. The cost on a time
interval means how busy the agent's user is in the time
interval. Each agent proposes both an agenda and an
time interval according to his/her preferences. Other
agents receive the proposal and accept or reject the
proposal according to his/her own preferences.

Another problem in agenda scheduling is how
agents measure the user's subjective preferences. Since
agents are computer programs, we must quantify the
user's subjective preferences. In order to quantify the
subjective preferences, we employ the Analytic Hier-
archy Process (AHP)[13].

This paper is organized as follows: Section 2
presents the persuasion protocol. Section 3 shows an
agenda scheduling system. Section 4 presents agent's
behaviors. In here, we show the how agents reduce
the pairwise comparisons for their users and negotia-
tion protocols with/without the persuasion protocol.
Section 5 shows some experimental results in the mul-
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tiagent agenda scheduling. Section 6 shows related
works. Section 7 presents some concluding remarks.

2 Persuasion Protocol

In the persuasion protocol, an agent who persuades
another agent is called a persuader and an agent who
is persuaded by a persuader is called a compromiser.
The outline of the persuasion protocol can be shown
as follows:

1. Request: The persuader sends a proposal to the
compromiser in order to reach an agreement.

2. Belief revision: The compromiser receives the
proposal. If the compromiser is able to accept the
proposal, he/she needs not revise his/her belief.
If he/she is unable to accept the proposal, the
compromiser tries to revise his/her belief (needs,
decisions, or preference) in order to accept the
proposal.

3. Reply: As the result of the belief revision, if
the compromiser is able to accept the proposal,
he/she replies an agreement message. If not, the
compromiser replies a reject message.

The compromiser should satisfy some criteria of ra-
tionality, e.g. logical consistency, economic rationality.
For example, we can describe how the compromiser
satis�es the economic rationality as follows: The per-
suader and the compromiser use evaluation functions
in order to evaluate the proposals. The persuader uses
evaluation function f . The compromiser uses evalu-
ation function g. Now, proposal A and proposal B
exist. The evaluation of proposals are f (A) � f (B)
and g(B) � g(A). If the persuader send a proposal
A to the compromiser, the compromiser should revise
his/her belief. In order to satisfy the economic ratio-
nality, as the result of the belief revision, the compro-
miser's evaluation of the proposals should be at least
g(A) � g(B).

3 Multi-Agent Agenda-scheduling Sys-

tem

3.1 System Architecture

Figure 1 shows the architecture of our system. In our
system, users' computers are connected by a network.
Each user's decision-making is supported by their own
hierarchical decision support module in our system.
Agents manage their particular user's hierarchical de-
cision support module, and negotiate based on the in-
formation it supplies. The agent's tasks are described
in section 4. The hierarchical decision support module

Figure 1: System architecture

Figure 2: Analytic Hierarchy Process

has functions to make judgements for pairwise com-
parisons, and to construct a hierarchy.

3.2 Quantifying Subjective Judgements

In order to measure subjective judgements of users,
we employ AHP in our system. The AHP is a method
for making decisions that are hard to analyze quanti-
tatively. It combines both systems approach and sub-
jective judgements, and its primary purpose is to max-
imize the user's intuition and experience.

In the AHP, users decompose the problem into a
hierarchy that consists of a goal, criteria (and possi-
bly sub-criteria), and alternatives. The judgement of
the pairwise comparison between factors (in Figure 2,
alternatives A1,A2 and A3) on a certain level is made
with respect to the criterion that is a factor (in Figure
2, criterion C1) on the upper level. By interpreting
a set of values of judgements as a matrix (top left of
Figure 2), the weights (i.e., measurement of criteria)

of factors are calculated analytically. To put it more
concretely, we can achieve the weights of each factor as
the eigen-vector for the max eigen-value of the pairwise
comparison matrix. As a whole hierarchy, the weights
of the alternatives can be calculated by composing the
weights of the criteria.

2



123456789

Very StronglyExtremely Strongly Slightly Equally

How important is A compared to B?

2 intervals

Figure 3: Scale of measurement for AHP

A pairwise comparison matrix is characterized by
the following: (1) diagonal values are 1; and (2) the
values of elements in a matrix are aij = 1=aji. For
judgements of pairwise comparisons in the AHP, we
can use a 9 point scale consisting of �ve words (equally,
slightly, strongly, very-strongly and extremely (Figure
3)) and four intermediate levels (e.g., between slightly
and strongly)

AHP provides a measure the inconsistency in each
set of judgements. This measure is called the incon-
sistency ratio (I.R.) and is de�ned as follows: I:R: =
(�max� n)=(n� 1). Here, �maxis the max eigen-value
described above and n is the size of the pairwise com-
parison matrix. Ideally, a set of judgements in a pair-
wise comparison matrix will be consistent, and the in-
consistency ratio will be 0. If the inconsistency ratio
is no more than 0.1, this means that the pairwise com-
parison matrix is consistent.

3.3 Agenda-scheduling

The process for agenda scheduling is described as fol-
lows: First, a host user proposes a meeting to other
users who will be participating in the meeting. Second,
the host user generates agendas, time intervals, broad-
cast agendas, and time intervals to the users. Third,
each user decides the weights of the agendas and the
costs of the time intervals by employing AHP. Fourth,
agents negotiate with each other based on their users'
subjective weight. Negotiation among agents is de-
scribed in section 4. Finally, the result of the negotia-
tion is reported to all users.

Figure 4 shows an example of agenda scheduling.
The top right of Figure 4 is a set of agendas from the
second International Conference on Multi-Agent Sys-
tems (ICMAS-96). Agenda scheduling decides how to
sort these agendas within the time intervals. Users
preferences are re
ected in the position of the sorted
agendas. For example, \It is di�cult for me to arrive
early in the morning" or \Invited talks should take
place in the afternoons." When all agendas are allo-
cated to the time intervals, the agenda scheduling is
success.

The bene�ts of agenda scheduling by autonomous
agents are described as follows: We can construct a
system in which users' private data (in this paper,

Figure 4: An example of agenda-scheduling

weights of agendas and costs of time intervals) are not
exchanged and shared. Because the users' private data
are not exchanged and shared, we can preserve the
users' privacy.

4 Agent's Behavior

4.1 Reducing the Pairwise Comparisons

Each agent manages the decision hierarchy and the
pairwise comparison matrix constructed by its user.
In general, the AHP requires too many judgements of
its user. If there are n factors for a criterion, users
have to make n(n�1)=2 judgements. If the number of
levels of the decision hierarchy or the number of factors
of the level is increased, more and more judgements
are required. Acting on the user's behalf, the user's
agent e�ectively reduces the number of judgements,
which leads the user to make consistent judgements
dynamically using the following methods.

In general, users have to judge all pairwise compar-
isons in the AHP. In fact, it is very hard for a user
to judge all pairwise comparisons. In our system, the
initial value of the elements of all pairwise compari-

son matrixes is 1 (i.e.,\Equally Important" ). Because
there are initial values, the user changes only the value
that the user wants to judge.

In the AHP, the value of an element aij in the
matrix equals Wi=Wj. Here, the Wi expresses the
weight of the factor i. If a pairwise comparison ma-
trix is consistent (i.e., I:R: = 0), a certain element
can be inferred from the other two elements. For
example, in a matrix, because the value of an ele-
ment a12 is W1=W2 and the value of an element a23
is W2=W3, we can infer that the value of an element
a13 is a12� a23 = W1=W2�W2=W3 =W1=W3. In the
system, in order to reduce the number of judgements,
agents infer the value of an element in a matrix us-
ing this feature of the AHP. When the agent infers
the value of an element, if the element was judged by
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the user, the agent asks the user to change the judge-
ment. If the element has never been judged, the agent
changes the value of the element to the new value in-
ferred.

In general, in order to reduce the number of judge-
ments, the Harker Method [5] is now widely employed.
However, to use the Harker method, the covering con-
dition must be satis�ed on a matrix. In order to satisfy
the covering condition, many judgements, from which
all elements in the matrix must be inferred, are re-
quired. In a real system, it is also hard for the user to
make judgements with the covering condition. If the
user has a chance to satisfy the covering condition,
the system exploits the Harker method instead of the
simple method mentioned above to omit some redun-
dant pairwise comparisons and check the consistency
of each comparison dynamically. In a pairwise com-
parison matrix, when the value of I:R: is more than
0:1, this means that the matrix is inconsistent and the
user must remake all the judgements. Naturally, this
remaking creates additional work load for the user. In
our system, while the user is making judgements in
a matrix, the agent is watching the I:R: dynamically.
When the I:R: is more than 0:1, the agent requests
that the user remake the present judgement.

4.2 Persuasion Based Negotiation

In this section, we show the agent negotiation based
on the persuasion protocol for agenda scheduling.
N = fa1; a2; . . . ; alg is the set of agents. T =
ft1; t2; . . . ; tmg is the set of time intervals. M =
fm1;m2; . . . ;mng is the set of agendas. tmk

represents
the time interval where the agenda mk is located. As
a condition to locate the agenda mk at tmk

, nmk
is the

number of supporters of the agenda mk. We call this
condition the agreement condition. Cai(tj) is the cost
of agent ai for the time interval tj . Wai(mk) is the
weight of the agent ai for the agenda mk. Cai(tj) and
Wai(mk) are decided by agent ai's user with AHP.

Next, we show the basic negotiation protocol based
on the contract net protocol. The basic negotiation
protocol does not use the persuasion protocol. Respec-
tively, Announcement, Bidding, and Award in contract
net protocol correspond to Propose, Report Accepting
or Rejecting, and Sum up in the basic negotiation pro-
tocol.

Step 1 Propose An agent aproposer is selected
using a particular method; for example, according

to relevant users' authority. In the experiments of
Section 5, apropser is selected randomly. aproposer
sends a proposal < mk; tj > to all other agents.
The proposal < mk; tj > means that agenda mk

is located at time interval tj . mk is the agenda

upon which an agreement has not been reached
in the set of agendas M . mk and tj maximize
Waproposer (mk) � Caproposer(tj). In other words,
< mk; tj > represents the most preferable pair of
mk and tj .

Step 2 Report Acceptance or Rejection The
agent who receives the proposal pledges that he
negotiates on the proposal < mk; tj > only (This
pledge is called commitment[15]). Each agent re-
ports the rejection or acceptance of the proposal
< mk; tj > : If the cost of the time interval tj for
the agent ai equals 0, Cai(tj) = 0, ai accepts the
proposal < mk; tj >. If Cai(tj) > 0, ai rejects the
proposal < mk; tj >. Namely, if the time inter-
val tj is convenient for the agent, he accepts this
proposal. If not, he/she rejects this proposal.

Step 3 Sum up The agent apropser sums up the
acceptance or rejection reports. If the acceptance
number is bigger than the condition of the number
of supporters nmk

, the agents reach an agreement
on the proposal < mk; tj >. If the agents reach an
agreement, this negotiation is success. The agent
aproposer broadcasts to other agents whether or
not this negotiation is successful. Then, if the
agents here reached agreements for all agendas,
they �nish the negotiation. If not, they restart
the negotiation process from the Step 1 Propose.

In order to reach more agreements, we apply the
persuasion protocol to the basic negotiation protocol.
Step A and Step B are the same as Step 1 and Step 2
of the basic negotiation protocol.

Step A Propose An agent aproposer is selected.
aproposer sends a proposal < mk; tj > to all other
agents.

Step B Report Acceptance or Rejection The
agent who receives the proposal commits to the
agent aproposer on the proposal < mk; tj > only.
Each agent reports acceptance or rejection of the
proposal < mk; tj > :

Step C Sum up The agent apropser sums up
the acceptance or rejection reports. If the ac-
ceptance number is bigger than the condition of
the number of supporters nmk

, the agents reach
an agreement on the proposal < mk; tj >. If
the agents reach an agreement, this negotiation

is success. The agent aproposer broadcasts to
other agents whether or not this negotiation is
successful. The proposal on which an agreement
could not be reached is suspended by the agent
aproposer. The agent aproposer broadcasts the sus-
pended proposal. Since the weight of the agenda
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and the cost of time interval of the suspended pro-
posal are private data for aproposar, they are not
broadcasted. Each agent ai has a suspended list
Lai . When the agent ai receives the suspended
proposal, the proposal is registered with the sus-
pended list Lai . The possibility of suspending a
proposal is a feature of this protocol.

Step D Persuasion If the agents could not reach
an agreement on the proposal < mk; tj >, the
agent aproposer persuades the other agent. Here,
the suspended proposal < mk0 ; tj0 > is proposed
previously by the agent ax; where x 6= proposer.
The proposal < mk0 ; tj0 > is included in the sus-
pended list Lai of each agents. Now, the agent
aproposer plays the role of the persuader. The
agent ax is the compromiser. If Caproposer (tj0 ) <
Waproposer (mk), the persuader aproposer persuades
the compromiser ax, where Caproposer(tj0) is the
cost of the time interval of the suspended pro-
posal < mk0 ; tj0 > and Waproposer (mk) is the
weight of the agenda mk0 of the suspended pro-
posal < mk0 ; tj0 >.

request: The persuader aproposer requests of
the compromiser ax that ax accepts the
proposal < mk; tj > proposed by aproposer
and in compensation for this, the persuader
aproposer accepts the proposal < mk0 ; tj0 >

proposed by ax.

belief revision: The compromiser ax receives
the proposal < mk; tj > from the per-
suader aproposer. If Cax(tj) < Wax(mk0),
the persuader aproposer accepts the proposal
< mk; tj >. If not, he/she rejects the pro-
posal < mk; tj >.

reply: The compromiser ax sends the report ac-
cepting or rejecting the proposal < mk; tj >

to the persuader aproposer.

Step E Sum up The agent apropser receives the
report of the acceptance or rejection of proposal
< mk; tj >. If the proposal is accepted, the
agent aproposer accepts the suspended proposal
< mk0 ; tj0 > and conveys the acceptance to agent
ax. If the number accepting is bigger than the
condition of the number of supporters nmk

and
nm

k0
, the agents reach an agreement on propos-

als < mk; tj > and < mk0 ; tj0 > respectively. If
agents reached agreements for all agendas, they
�nish the negotiation. If not, they restart the ne-
gotiation process from the Step A.

Figure 5 shows an example of the persuasion. Here,
agent a is the persuader and agent b is the compro-
miser. Each agent has individual preferences shown at

Figure 5: An example of the persuasion

the middle of Figure 5. Each histogram at the mid-
dle of Figure 5 shows the cost of time intervals. For
example, the persuader has cost 0.1 at time interval
10 and weight 0.5 for agenda A. In order to preserve
the users' privacy, these individual preferences are not
shared and not compared with each other's. The per-
suader proposed the proposal 1 and the proposal was
rejected by other agents. The compromiser suspended
the proposal 2 previously.

The persuasion protocol progresses as follows: The

persuader compares his/her weight of the agenda A
with his/her cost of the time interval 10 of the agenda
B. Since the weight of the agenda A (0.5) is bigger than
the cost of the time interval 10 (0.1), the persuader can
accept proposal 2 according to the economic rational-
ity. Then, the persuader requests of the compromiser
that the compromiser accepts the proposal 1 proposed
by persuader, and in compensation for this, the per-
suader accepts the proposal 2 proposed by the compro-
miser. The compromiser compares his/her weight of
the agenda B with his/her cost of the time interval 11
of agenda A. Since the weight of the agenda B (0.6) is
bigger than the cost of the time interval 11 (0.3), the

compromiser can accept proposal 1 according to the
economic rationality. Now, each proposal, proposal 1
and proposal 2, are accepted by the persuader and by
the compromiser.

An advantage of the persuasion protocol is that
agents need not compare their own preferences with
each other's. In a decision support domain such as
agenda scheduling, the user's individual preferences
should not compare directly and simply. The persua-
sion protocol described above can be realized only ac-
cording to the economic rationality of the agent.

5 Experimental Results

Our preliminary set of experiments involve �ve
agents, 8 or 18 agendas, and 8 or 18 time intervals.
Each agent has costs in some time intervals as noise.
Each agent considers noise during some time intervals
as those intervals' noise. The noise represents how
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Figure 6: Condition : 3 , Agendas : 8

Figure 7: Condition : 2 , Agendas : 8

Figure 8: Condition : 3 , Agendas : 18

many time intervals has cost. If the time interval tj
has cost, Cai(tj) is bigger than 0, Cai(tj) > 0. For ex-
ample, if the noise is 50%, a half of the time intervals
has cost. The aim of the experiment is to collect data
con�rming the bene�ts of the persuasion protocol. In
order to show the performance of the persuasion pro-
tocol, we assume that costs and weights are random
value without AHP in these experiments.

\Without persuasion" is the basic negotiation in
which agents negotiate according to Step 1, Step 2,
and Step 3. Here, one turn consists of Step 1, Step
2, and Step 3. \With persuasion" is the negotiation
with the persuasion protocol in which agents negoti-
ate according to Step A, Step B, Step C, Step D, and
Step E. Here, one turn consists of Step A, Step B,
Step C, Step D, and Step E. We observed whether
agenda schedulings succeeded or failed in 100 turns.
One trial consisted of 100 turns. We varied the noise
from 0% to 100% and observed how many schedulings
were successful in 100 trials. Figure 6,Figure 7 and
Figure8 were created by averaging 10 charts.

Figure 6 shows the experimental scenario wherein
all agreement conditions nmk

= 3. Figure 7 shows
the experimental scenario wherein all agreement con-
ditions nmk

= 2. In Figure 6 and Figure 7 shows that
agents can reach a lot of agreements in the case \with
persuasion" rather than in the case \without persua-
sion."

When the agreement condition is 3 (Figure 6), dur-
ing which the noise is from 30% to 90% agents can
reach a lot of agreements in the case \with persua-
sion" more than in the case \without persuasion." In
particular, in conditions where the noise is from 40%
to 70%, the success rate of scheduling with persua-
sion is 30% higher than the success rate of scheduling
without persuasion.

When the agreement condition is 2 (Figure 7), the
success rate of scheduling with persuasion over all the
noise density levels is higher than the success rate of
scheduling without persuasion. In this case, the suc-
cess rate with persuasion could be much improved.
Since the persuasion protocol is based on two agents
negotiating, it is easier to reach an agreement if the
agreement condition is 2.

Figure 8 shows a more realistic scenario where the
number of agendas are 18. The agreement condition
is 3. In this case, agents also can reach a lot of agree-
ments with persuasion more than without persuasion
during noise is from 20% to 70%.

The results of the experiments demonstrate that the
persuasion protocol can improve the rate of agreement
in agenda scheduling.
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6 Related Work

An interesting study in distributed meeting schedul-
ing is Sen and Durfee[14] who focused on solving the
meeting scheduling problem using a central host agent.
For their agents, they chose to adapt the multistage
negotiation protocol[2], which is a generalization of
the contract net protocol[16]. They proposed some
heuristic strategies such as Search Biases, Announce-
ment Strategies, Bidding Strategies, and Commitment
Strategies and have analyzed the strategies' perfor-
mance. However, in their study user preferences are
not taken into account during the meeting scheduling
process.

Garrido and Sycara[4] focused on decenterized
meeting scheduling. They view meeting scheduling as
a distributed task where each agent knows its user's
preferences and calendar availability in order to act on
behalf of its user. In their protocol, each agent is able
to relax its preferences when con
icts arise. In other
words, the agent compromise without rationality. In

our work, if the agent's rationality is satis�ed, the

agent can compromise when the agent is persuaded.
Moreover, they did not establish how to measure the
subjective judgements of users. In this paper, in or-
der to measure the judgements of users, we employ the
Analytic Hierarchy Process (AHP) [13].

We can also �nd other investigations in multiagent
meeting scheduling. Bui, Kieronska, and Venkatesh[1]
described the integration of a learning module into
a communication-intensive negotiating agent architec-
ture. This learning module gives the agents the ability
to learn about other agents' preferences via past inter-
actions. This approach is illustrated with an example
from the distributed meeting scheduling domain. They
have been focused on learning, while we have been fo-
cused on negotiation among agents.

Ephrati, Zlotkin, and Rosenschein[3] presented an

alternative approach which is economic in 
avor. They
presented three scheduling mechanisms based on vote.
However, these mechanisms are all sensitive to ma-
nipulation. In order to remove manipulability from
them, the authors introduced the Clarke Tax Mecha-
nism. In general, a group reaches consensus by use of
a vote. But the results of voting are often inconsistent,
largely due to the inconsistency of voting rules: Ma-
jority Rule, Single Voting Rule, etc[9]. In our work,
we propose a persuasion protocol rather than voting
methods for negotiation among agents.

Maes[10] has focused on learning the user's prefer-
ence by agent. She implemented an agent for elec-
tronic mail handling, an agent for meeting scheduling,
an agent for electronic news �ltering, and an agent
that recommends books, music or other forms of enter-

tainment. She did not, however, focus on negotiation
among agents.

The main di�erence between these studies and this
paper is described as follows. These researches have
been focused on when the meeting is held. In this
paper, we focused on how the agenda of the meeting
is drawn up.

In the �eld of Computer Supported Coopera-
tive Work (CSCW)[11], meeting support systems
have been developed. That can schedule a meet-
ing. Busbach[17] presented EuroCoOp Task Manager.
Busbach implemented a meeting support system us-
ing the EuroCoOp Task Manager and pointed out that
meeting support systems should be able to support a
variety of di�erent meeting types, such as kick-o�s,
project team meetings, presentations, training, semi-
nars, etc. Busbach has focused on supporting a meet-
ing. In our work, we have focused on scheduling meet-
ings and agendas based on multiagent negotiation.

7 Conclusion

In this paper, we proposed the Multi-Agent Agenda-
scheduling System. Reaching agreements are one of
the important tasks of autonomous agents. In this
paper, we applied agreements-reaching among agents
to the agenda scheduling domain. In this domain, it
is important to re
ect users' preferences in agenda
scheduling. In order to re
ect users' preferences,
agents should accept many proposals and reach a col-
lective agreement. In order to reach many agreements
among agents, we proposed the persuasion protocol.
It is also important to quantify the user's subjective
preferences. We employed AHP in order to quantify
the user's subjective preferences. We ran experiments
in which we introduced varying amounts of noise into

the time intervals, the agreements condition and the
number of agendas. The experiments show how agents
can reach a collective agreements by using the persua-
sion mechanism.
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