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論文要旨

グループ意思決定支援システムに人工知能の技術を導入することに

よって，効果的な意思決定の支援が期待されている．本研究では，人工

知能の分野で最近注目されているマルチエージェントシステムをグルー

プ意思決定支援システムに導入することにより，より知的で効果的なグ

ループの意思決定の支援を目指している．特に自律的なエージェントの

機能の一つである合意形成を用いることによって，グループの意思決定

を支援する．既存のシステムにおいては合意形成を単に投票方式で行な

う場合が多い．投票方式は人間の社会で広く用いられ，馴染みのある方

式であるため，分かりやすいという長所がある．しかし，投票方式には

様々な矛盾が包含されていることも指摘されている．そこで本研究では，

投票方式を補う方式として，説得による交渉方式を提案する．本論文で

は，説得を用いた合意形成に基づくグループ意思決定支援システムとし

て，会議スケジューリングシステムとグループ代替案選択支援システム
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を試作する．会議スケジューリングシステムにおいては，合理的なエー

ジェントという観点から説得による交渉プロトコルを構築する．ここで

提案する説得による交渉方式は，合意を保留する．これにより，エージェ

ント間において合理的な取り引きが可能な状況をつくり出すことが可能

である．説得による交渉方式では，エージェント間の効用の受渡しを考

える必要はないので，異なる人間の間での効用の違いを考慮する必要が

ない．そして，ここではエージェントは個々の合理性を単に追求すること

によって，全体として合意をより多く得ることが可能であることを実験

を通して示す．会議スケジューリングシステムは，アプリケーション記述

言語 Tcl/Tkを用いて試作．グループ代替案選択支援システムでは，エー

ジェントは，AHP（Analytic Hierarchy Process）によってユーザの主観

的な評価を定量化して知識として持つことができる．AHPにおける曖昧

な（Fuzzyな）言葉による（Verbalな）比較尺度に注目し，エージェント

がユーザの主観的判断を適当に調整することによって，説得という交渉

を実現する．AHPを用いることによって，ユーザは自分がなぜ説得され

たのかということが分かり易くなる．そして，グループ代替案選択支援

システムをプログラミング言語 Javaを用いて試作する．本論文では，マ

ルチエージェントシステムをグループ意思決定支援システムに応用でき

ることを示し，エージェント間の説得という交渉方式の実現方法を示す．
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Abstract

Group decision support systems are being investigated very actively

in the �eld of operations research. If we introduce Arti�cial Intelligence

(AI) methods into the Group decision support systems, we can expect

to further enhance the intelligence of their support. In general, a group

reaches consensus by use of a vote. But the result of voting are often in-

consistent, largely due to the inconsistency of voting rules: Majority Rule,

Single Voting Rule, etc. Arrow's impossibility theorem has shown that no

voting method exists which satis�es all of the following four conditions:

positive association of social and individual values, independence of irrel-

evant alternatives, citizen's sovereignty and no-dictatorship. In this paper

we propose a persuasion mechanism rather than voting methods for nego-

tiation among agents. In this work, we implement a meeting scheduling

system and a group choice design support system. In the meeting schedul-
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ing system, the persuasion mechanism is based on rationality of agents.

In this persuasion mechanism, agents can suspend a proposition rejected

by other agents. By suspending a consensus, agents can rationally deal

with each other. The results of our current experiments demonstrated

that the persuasion mechanism is an e�ective method to reach a lot of

conensuses. The meeting scheduling system is written in Tcl/Tk. The

group choice design support system helps a group decision to make a

reasonable choice from alternatives. In the system, each user manages a

system for an Analytic Hierarchy Process (AHP) and an agent. Each user

subjectively constructs a decision hierarchy and determines the various

weights of alternatives by using AHP. Based on the hierarchy and weights,

agents negotiate with each other on behalf of their users. During the ne-

gotiation, agents persuade one another. Adopting some of the features of

AHP, we implement a new persuasion mechanism. We have implemented

the group choice design support system to see how e�ectively the per-

suasion mechanism can be used. The results of our current experiments

demonstrated that the persuasion mechanism is an e�ective method for

a group decision support system based on multi-agent negotiation.
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Chapter 1

序論

本論文の主題であるエージェント間の合意形成について，それがマル

チエージェントシステムに関する研究の流れとグループ意思決定支援シ

ステムに関する研究の流れという 2つの研究の流れにおいてどのような

位置付けにあるかを説明する．

1.1 マルチエージェントシステムのグループ意思

決定支援システムへの応用

人工知能（Arti�cial Intelligence）では，人間をモデル化し単体のシス

テムによる問題解決を目指す．一方，分散人工知能（Distributed Arti�cial

12



Intelligence）においては，社会をモデル化し複数のシステムによる問題

解決を目指している．人間をモデル化するか社会をモデル化するかが相違

点となる．分散人工知能は，マルチエージェントシステム（Multi-Agent

System）と分散問題解決（Distributed Problem Solving）の研究分野に

分類できる1．マルチエージェントシステムと分散問題解決を比較した場

合，マルチエージェントシステムとは複数のエージェントと呼ばれる問

題解決器が合理的に自己の利益（または各エージェントの設計者の利益）

を追求し，大域的な効用といったような概念が存在しないシステムとし

て定義される．つまり，マルチエージェントシステムにおいては，各エー

ジェントが個々に自己の利益を追求した結果として，なんらかの問題解

決が行なわれるというシステムである．一方，分散問題解決は，複数の

問題解決器2にわたる広域的な効用や共有ゴールを仮定するため，マルチ

エージェントシステムとは明確に区別される．

マルチエージェントシステムにおいてエージェントとは，自らの知識，

意図，信念，願望を持つシステムであり，自律的に環境から必要な情報

を知覚し，熟考プロセスを経て，環境に対して何らかの行動を働きかけ

るシステムと定義できる（図 1.1）．本論文では説明を簡単にするために，

1協調問題解決（Cooperative Problem Solving）と交渉・均衡化（Negotiation and

Balancing）という分類もある [24][30]
2エージェントと呼ばれる場合もあるが，ここではマルチエージェントシステムにお

ける自律性を持った問題解決器のみをエージェントと呼ぶ
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Figure 1.1: エージェント

エージェントを擬人化する場合がある．

一方，オペレーションズ・リサーチの分野では，グループ意思決定支

援システム（GDSS : Group Decision Support System）の研究が盛んに

行なわれている．グループ意思決定支援システムは，ユーザ間の共通の

コミュニケーション障壁を取り除くことにより，グループの意思決定プ

ロセスを改善することをねらいとするものであり，そのために決定分析

を構造化し，議論のパターン，タイミング，内容にシステマティックな指

示を与える技術を提供するものである．近年，グループ意思決定支援シ
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ステムに，人工知能の技術を応用することによる知的な支援効果が期待

されている．そこで，人工知能の技術といえるマルチエージェントシス

テムをグループ意思決定支援システムに応用することにより，より知的

で効果的なグループ意思決定支援システムを実現することを本研究の目

的とする．

グループ意思決定支援システムとしてのマルチエージェントシステム

という枠組で，エージェントには，合意形成のための機能や，ユーザとの

インタラクションのための機能，などが必要である．グループ意思決定

支援システムでは，グループの意思決定プロセスの各場面での様々な合

意を得ることが必要であるが，それは多大な労力，時間を費やす作業と

なる．そこでユーザの代理として合意を効果的に得ることがエージェン

トに求められる．さらに，ユーザの代理としてエージェントが他のエー

ジェントと合意を形成したり，なんらかの相互作用を持つからには，ユー

ザのエージェントに対する信頼性も重要な鍵となる．つまり，ユーザと

の柔軟なインタラクションもエージェントに求められる機能であるとい

える．
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1.2 エージェント間の合意形成における問題点

マルチエージェントシステムとしてのグループ意思決定支援システム

におけるエージェントの重要な機能として合意形成を挙げた．合意形成

において重要な点は，個人の好みをグループの決定にうまく反映するこ

とである．人間社会の合意形成では，一般的に投票によって合意を得る．

しかし，投票による合意形成には幾つかの問題点がある．まず，民主的

とされる集計方法が存在しない問題．投票によって合意形成を行なった

場合，結果が予想通りである場合もあるが，予想が全く外れて以外な結

果を示すことも多い．これは，多数決原理の矛盾，単記投票方式の矛盾

などによって，投票された票の集計方法によって全く異なった結果を示

す場合があるからである．また，投票による決定方法で，「個人選好の無

制約性」，「市民の主権性・パレート最適性」，「無関係対象からの独立性」，

「非独裁性」の民主的とされる 4つの公理を満たす決定方法は存在しない

ことが Arrow の一般可能性定理によって示されている [31]．次に，不満

に関する問題．投票した結果，グループの合意として決定された案以外

に投票したメンバーが不満を持つことなるだろう．つまり，結果は出す

ことは可能だが，メンバーの好みをグループの決定に本当に反映させて

いるのか疑問が残る．一方，投票方法は，メンバーに分かりやすい決定
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方法を提供することが可能であるという長所も持っている．例えば多数

決原理などは一般に理解が比較的容易であり，人間社会では，広く受け

入れられていると言える．つまり，投票方法はそれ単独で持ち入れるよ

りも，他の何らかの方法と組み合わせることによって，より効果的な合

意形成を期待できる．

1.3 エージェント間の説得機構

投票方式と組み合わせることによって効果の期待できる交渉方式とし

て説得がある．人間社会において合意形成を行なう際に，反対する相手

を説得するという方法も多く見受けられる．合意形成の最初の段階で説

得が行なわれる場合もあるが，投票などの他の方法を用いた後に説得を

行なう場合もある．本研究では，エージェントの合意形成に説得方式を

用いる．説得方式はそれ単独で用いられる場合と投票方式などと組み合

わせて用いられる場合がある．

説得による合意形成をエージェントが行なうにはどのような仕組みが

必要であろうか？それにはまず，一般的な人間社会の説得を分析するこ

とが必要である．文献 [28]では，説得を次のように定義している．説得

とは「主として言語を用いて，相手方をして自発的に自己の求める行動
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を取らしめる作業」である．そして，説得を次の 3つのタイプに分類し

ている．（１）感情的説得，（２）論理的説得，（３）功利的説得である．（１）

感情的説得とは相手の感性に訴えかけるメッセージを送ることによって，

行動を促す方法である．（２）論理的説得とは，論理的筋道を立ててこち

らの主張を相手方に受け入れさせる方法である．論理的説得では，説得す

る側と説得される側との間に一般的に規範となる命題が必要となる．規

範的な命題（～すべきだ）は記述的な命題（～である）からは演繹不可

能であるため，この一般的に規範となる命題を双方が受け入れる必要が

ある．（３）功利的説得とは，こちらの主張するように行動することが結

果的に相手にとって得であることを理解させることによって，相手の自

発的行動を促す方法である．

現時点においてエージェントの間で（１）感情的説得を実現するのは

困難である．感情的説得を実現するためには，人間の感情の作用といった

ものをもう少し解明する必要がある．（２）論理的説得を実現するのは感

情的説得と比較すれば実現し得る．規範的な命題，記述的な命題をどのよ

うに知識として表現し蓄えておくことは容易だろう．どのような規範的

命題を定めるかということがポイントとなる．（３）功利的説得は，ゲー

ム理論における効用最大化原理を用いることによって容易に分析できる．

しかし，実際にエージェントに実装する場合，説得によって効用を変化
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させうる枠組を考案できるかどうかがポイントとなる．

ソフトウェアであるエージェントによる説得を考える場合に重要なこ

とは，被説得エージェントに自発的な行動を起こさせることである．そこ

で，本論文では２つのエージェント間の説得を次のように定義する．エー

ジェント間の説得とは，「説得する側のエージェントが送信した説得のメッ

セージを説得される側のエージェントが受けとり，説得される側のエー

ジェントが自らの知識に関する信念を変更することによって，説得のメッ

セージに同意すること」である．複数のエージェントが存在する場合，説

得するエージェントは，どのエージェントを説得すれば合理的で効率的な

合意を得られるかということも考慮に入れなければならない．実装にお

いては与えられた問題領域によって，異なる実装方法が考えられる．本

論文では，会議スケジューリングシステムとグループ代替案選択支援シ

ステムにおいて，それぞれのエージェントの合意形成機構のためのエー

ジェント間の説得機構を実装，評価をして有用性を示す．

1.4 本論文の構成

本論文では，会議スケジューリングシステムとグループ代替案選択支

援システムにおけるエージェント間の説得による合意形成機構を中心に
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述べる．第 2章では，本研究の関連分野を概観し，本研究との関係を述

べる．第 3章では，会議スケジューリングシステムを試作し，会議スケ

ジューリングの領域におけるエージェント間の説得による合意形成につい

て述べる．第 4章では，グループ代替案選択支援システムを試作する．グ

ループ代替案選択支援システムは AHP（Analytic Hierarcy Process）に

基づいており，ここでは AHPに基づいたエージェント間の説得による合

意形成について述べる．第 5章では，まず本論文の要約をする．次に，マ

ルチエージェントシステムの研究とグループ代替案選択支援システムの

研究における本論文の位置付けを明確にすることにより，本研究の成果

を示す．最後に今後の展望，課題を述べる．第 6章では，本論文の結論

を述べる．
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Figure 1.2: 本論文の構成
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Chapter 2

関連研究

本章では，エージェント間交渉とグループ意思決定支援システムの分

野の関連研究を示すことにより，本研究との相違点と共通点を明らかに

する．そして本研究の位置付けを示す．

2.1 エージェント間交渉

エージェント間交渉に関しては，マルチエージェントプランニングの

分野を中心としたゲーム理論を用いたアプローチがある．交渉のプロト

コル（やりとりの手続き）に関しては人間の社会の交渉のプロトコルを

手本にしたものが提案というよりは発見されている．さらに，エージェ
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ントが交渉をすることによって合意形成するシステムやそのプロトコル

の研究もなされている．

2.1.1 ゲーム理論的アプローチ

ゲーム理論的アプローチでは，合理的なエージェントの交渉に関する

研究が中心である．エージェントの合理性には経済的合理性 (効用最大化

原理)や論理的合理性 (論理的整合)が考えられる．ここではエージェン

トの交渉をゲーム理論 [20][11]によって特徴付けるため，合理性とは経済

的合理性つまり効用最大化原理を指す．

エージェントが交渉において，それぞれ独立な目標を持ち，各自の目

標を個別に達成しようとしているとき，目標をすべて同時に達成するこ

とが不可能になる場合がある．この時，エージェントが互いに交渉するこ

とによって協調的な動作をすることが重要となる．交渉の結果として得

られる合意はすべてのエージェントに受け入れられねばならない．合意

の候補を妥結案と呼ぶ．妥結案によってすべてのエージェントの効用が

最大になるなら良いが，一般的にそのような妥結案は得られない．この

とき，ゲーム理論における交渉観である個合理性，共同合理性を基にし

て，エージェントの交渉に関する分析，プロトコルの提案がされている．
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� 個合理性妥結点における各エージェントの効用は，交渉が不成立の

場合に得られる効用未満であってはならない．

� 共同合理性交渉は，双方のエージェントの効用がより良くなる妥結

案がある限り継続される．つまり，合意が得られた場合，双方のエー

ジェントの効用をさらに改善する妥結案は存在しない．

個合理性と共同合理性を満たす妥協案の集合を交渉集合と呼ぶ．

統合交渉プロトコル 統合交渉プロトコル [15]は，２つの異なる目標を

持つエージェントにおいて，協調の可能性 (妥協的状況)や競合的状態が

ある場合に合意を得るための交渉プロトコルである．統合交渉プロトコル

は特にマルチエージェントによるプランニングの分野を対象としている．

まず，2エージェント間の相互作用の状況を次の 3つに分類する．図

2.1に図を示す．ここで，sは初期状態，GAはエージェント Aの目標，GB

はエージェント Bの目標である．図中の距離はコストを表す．三重線は

共同プラン，一重線は単独プランを表す．

1. 協調的状況（cooperative situation）交渉集合は空でない．共同プラ

ンを実行することによってエージェントは互いに利益を得ることが

可能．
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Figure 2.1: エージェントの目標間の関係
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2. 競合的状況（con
ict situation）交渉集合は空である．状態 sから

GA \GBへ至る共同プランは存在しない．

3. 妥協的状況（compromise situation）交渉集合は空でない．状態 sか

らGA\GBへ至る共同プランは存在する．しかし，共同プランを実

行することによって，少なくとも一方のエージェントは利益を得る

ことができない．

協調的状況，競合的状況では，エージェントはそれぞれ計算した妥結

案を自分にとって効用の高いものから順に提示し，もし相手の提示した

案と比較したとき自分の効用が低くならないならば，その妥結案が合意

となる．

競合的状況では，混合共同プランにより妥結案を拡張する．混合共同

プランとは，共同プランのどの部分をどのエージェントが実行するかを

確率的に決定する（コイン投げなどによる）ものである．混合共同プラ

ンを用いて，協調的，妥協的，競合的状況において妥結案を拡張可能に

したものが統合交渉プロトコルである．

Zlotkin と Rosensheinらは，このアプローチをさらに発展させて，領

域理論に発展させている．さらにタスク指向領域において，エージェン

トが提携を形成するという枠組の交渉プロトコルも提案されている [22]．
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そこではゲーム理論の提携ゲームやシャープレイ値などの理論が応用さ

れている．

交渉プロトコルに求められる性質 複数のエージェントが同等の立場で，

独立の目標を持ち，独立の価値観に基づいて意思決定を行なう場合に，そ

の交渉プロトコルに望まれる性質として次の 5つが挙げられる．

� 有用性（E�ciency）合意に達成したエージェントはそれ以上資源を

無駄にすべきではない．つまり，無駄な効用があってはならない．

例えば，パレート最適1の基準が満たされるべきである．

� 安定性（Stablity）どのエージェントも合意案から逸脱するような

動機を持ち得るべきではない．これはゲーム理論では，均衡 (equi-

librium)と呼ばれる．

� 単純性（Simplicity）エージェントが交渉を行なう環境 (それは計算

機上でも実世界でも構わない) では，エージェントの計算量は低く，

通信のオーバーヘッドも小さくしなければならない．これは有用性

や安定性にも関係する．

1他のエージェントの効用を下げることなしに，あるエージェントが他の合意案に移
ることはできない状況
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� 分散性（Dirstribution）交渉においては，中心的な意思決定者とな

るようなエージェントは必要とすべきではない．それはパフォーマ

ンスのボトルネックとなったり，1つの故障が全体に影響したりす

るためである．

� 対象性（Symmerty）不適切な基準に基づいては，どのエージェント

にも特定のタスクを割り当てるべきではない，また，どのエージェ

ントも同じように扱うべきである．しかし，不適切な基準が何かと

いうことはそのドメインによる．

2.1.2 交渉プロトコル

本節では，人間社会の交渉方法を手本に考案されたより一般的な交渉

プロトコルとして，契約ネットプロトコル，マルチステージネゴシエー

ションについて概説する．契約ネットプロトコルの一つと考えられ，多

くのマルチエージェントシステムで導入されているオークションについ

て説明する．

契約ネットプロトコル 契約ネットプロトコル [19]は，人間社会の様々

な契約プロセスをモデルにしたタスク割り当てのために提案された交渉

プロトコルである．ある契約において，契約を提案するエージェントは
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マネージャ（manager），請け負うエージェントを契約者（contracter）と

呼ぶ．マネージャと契約者はネットワーク内に同時に複数存在し得る．典

型的な契約ネットプロトコルは，マネージャのタスクアナウンスメント

2.2，契約者の入札 2.4，マネージャの落札 2.6の順でメッセージが送信さ

れ契約が成立する．契約ネットプロトコルの特徴は，入札と落札に関し

て，マネージャと契約者が互いに独立の評価基準を持ち得ることである．

タスクアナウンスメントのメッセージは契約者側から見ると，多数存在

し得る 2.3．契約者は自分の評価基準で多くのタスクアナウンスメントの

中から選択し入札を行なう．また，入札に関してもマネージャから見れ

ば多くの入札が存在する．マネージャも自分の評価基準で多くの入札の

中から選択を行ない落札する．この様子は契約ネットプロトコルにおけ

る相互選択（mutual selection）と呼ばれる．

マルチステージネゴシエーション 契約ネットプロトコルの拡張として，

マルチステージネゴシエーション [3]がある．マルチステージネゴシエー

ションは資源割り当てのために考案されたプロトコルであり，大域的な

制約があることを前提としている．ここではエージェントは大域的な制

約が満足されるまで何度も交渉を繰り返す．契約ネットでは，すべての契

約は互いに独立であり影響し合わない．つまり大域的な制約は考慮され
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Figure 2.2: タスクアナウンスメント
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Figure 2.3: タスクアナウンスメント (相互選択)
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Figure 2.4: 入札
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Figure 2.5: 入札 (相互選択)
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Figure 2.6: 落札
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ていなかった．この点がマルチステージネゴシエーションと契約ネットプ

ロトコルの相違点である．最近の研究では，マルチステージネゴシエー

ションをさらに一歩進め，大域的な制約を満たしながら最適な解 (または

準最適な解)を求めるプロトコルとして扱う．しかし，多数のエージェン

トが全体としてよりよい契約を成立させるための交渉プロトコルに関す

る研究はまだ少ない．そこで本研究ではエージェントの交渉プロトコル

に人間社会ではごく自然に行なわれる説得という手法を導入し，全体と

してよりよい契約，つまり合意を得るプロトコルを提案する．

オークション オークションは契約ネットプロトコルの 1つと考えられ

る．一般的にオークション [16]は，売り手と買い手により行なわれる．売

り手はより高く品物を売ることを望み，買い手はより安く品物を買うこ

とを望む．オークションには次の 4 つのプロトコルがある．(1)English

(�rst-price open-cry)オークション，(2)First-price sealed-bid オークショ

ン，(3)Dutch(descending)オークション，(4)Vickrey (second-price sealed

bid) オークション．(1)Englishオークションでは，買い手は自分の入札価

格を自由に何度も引き上げることができ，その入札価格は公開される．最

も高額な入札価格を示したものに商品が落札される．(2)First-price sealed-

bidオークションでは，入札価格は非公開であり，買い手は入札を 1度だけ
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行なうことが可能である．(3)Dutchオークションでは，売り手が徐々に値

段を下げていく．そして，最初に入札した買い手に落札される．(4)Vickrey

オークションでは，入札価格は非公開，かつ買い手の入札は一度限りで

ある．商品は最も高額な値段を入札として示した売り手に落札されるが，

値段は入札として示された値段の中の 2番目のものが採用される．

Vickreyオークションは他の３つのオークションと比較して，マルチ

エージェントシステムに求められる効率性，安定性，単純性，分散性，公

平性などを満たすことができる．以下に例を示す．今，ある商品をめぐっ

て売り手と買い手１，買い手２及び買い手３の間でオークションが行な

われているとする．いま入札価格として図 2.7に示すように，買い手１が

１６０円，買い手２が２００円，買い手３が２３０円を入札価格として

提示したとする．売り手は，この中から最高値を示した買い手３に商品

を落札する (図 2.8)．しかし，もしここで買い手３が何らかの方法によっ

て他の買い手の入札価格を察知することが可能だとすると，買い手３は

自分の入札価格を２１０円と嘘をつくことによって，２０円の利益を得

ると同時に商品も落札できてしまう (図 2.9)．このように相手の入札価格

を予測などによって察知可能であるとすると，マルチエージェントに求

められる性質の１つの安定性が失われてしまう．それによって単純性，効

率性なども失われてしまう．そこで，考案されたのが上で述べた Vickrey
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Figure 2.7: オークションの例

オークションである (図 2.10)．この場合，買い手は真の入札価格を提示

することが望ましくなり，安定性，単純性，効率性を満たすことが可能

となる．しかし，さらに一般的に，買い手の共謀，売り手の嘘などを考

慮に入れると，Vickreyオークションであってもマルチエージェントシス

テムの求められる諸性質を満たすことが困難となる．

2.1.3 合意形成

マルチエージェント環境において，エージェントが他のエージェント

と交渉し折衝することによって，合意を得ることを合意形成と呼ぶ．
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Figure 2.8: 最高値で落札

人間のグループによる合意形成は投票によって合意を得るのが一般的

である．投票によって合意形成を行なった場合，結果が予想通りである

場合もあるが，予想が全く外れて以外な結果を示すことも多い．これは，

多数決原理の矛盾，単記投票方式の矛盾などによって，投票された票の

集計方法によって全く異なった結果を示す場合があるからである．また，

投票による決定方法で，「個人選好の無制約性」，「市民の主権性・パレー

ト最適性」，「無関係対象からの独立性」，「非独裁性」の民主的とされる 4

つの公理を満たす決定方法は存在しないことが Arrow の一般可能性定理

によって示されている [31]．つまり，エージェントの合意形成においても
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Figure 2.9: 相手の入札が察知可能である時

投票を導入する場合には注意が必要である．

エージェント間の合意形成においてエージェントが自分の好みを他の

エージェントに明かすことを表明と呼び，表明の収集方法を表明収集プ

ロコトコルと呼ぶ．そして，エージェントが表明収集プロトコルに従って

繰り返し表明を行なうプロトコルを反復表明収集プロトコルと呼ぶ．表

明収集プロトコルは表明を収束させ，合意を成立させるための重要な要

因である．表明収集プロトコルには，一極集中型，二分木集中型，回覧

板型，同報型が挙げられる．回覧板型の表明収集プロトコルは，表明参

照度が他の 3つの型の表明収プロトコルよりも高いことが示されている
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Figure 2.10: Vickreyオークション

[9]．回覧板型表明収集プロトコルでは，エージェントに表明を回覧する

順序が予め与えられ，その順序に従って表明を集める．この時，i 番目の

エージェントは 1から i� 1番目のエージェントまでの表明を参照するこ

とができる．回覧板型表明収集プロトコルの問題点は，回覧板を廻す順

番をいかにして決定するかである．

人間の代理としてエージェントが合意を形成システムは合意形成シス

テムとも呼ばれる [12][13]．合意形成システムはグループ意思決定支援シ

ステムと言える．エージェント間の合意形成をうまく実現することによっ

て，グループ意思決定支援システムの効果的な実現が期待できる
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2.2 グループ意思決定支援

グループ意思決定支援は，グループの能力をうまく引き出すための方

法を用いて行なわれる．従来，グループの能力を高めるために，ＫＪ法，

ブレーンストーミング法などの方法が用いられ，グループの問題解決，意

思決定に用いられて大きな成果を挙げている [23]．近年，情報技術の発達

に伴って，情報技術を用いたグループの能力を高めるためのシステムに

関する研究が盛んである．このようなシステムは，グループウェアと呼

ばれ，最近，目まぐるしく発達している．特にグループの問題解決，意

思決定に関する能力を高めるためのシステムはグループ意思決定支援シ

ステムと呼ばれる．本節では，まず，グループ意思決定支援システムに

ついて概観し，人間の主観的評価を定量化するAHPを用いたグループ意

思決定支援について説明する．そして，マルチエージェントシステムの

適用が大きく期待されている会議スケジューリングシステムについて説

明する．会議スケジューリングシステムは，グループ意思決定支援シス

テムよりはどちらかと言えばエージェント寄りの応用として捉えること

ができる．
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2.2.1 グループ意思決定支援システム

オペレーションズ・リサーチの分野を中心として，グループにおける

意思決定を支援するシステム GDSS（Group Decision Support System）

の研究が盛んに行なわれている [26][27]．GDSSは，共通のコミュニケー

ション障壁を取り除くことにより，グループの意思決定プロセスを改善

することをねらいとするものであり，そのために決定分析を構造化し，議

論のパターン，タイミング，内容にシステマティックな指示を与える技術

を提供するものである．GDSSはその支援機能に関連して，3つのシステ

ム型に分けられる．第 1のシステム型はメンバー間の情報交換を容易に

するためのサポートが中心である．第 2のシステム型は，意思決定モデ

ルやグループ意思決定技術を提供することによって，グループの意思決

定プロセスの中で生じる情報の不確実性を減らすことをねらいとするも

のである．第 3のシステム型は，マシンによって誘導されるグループの

コミュニケーションの支援として特徴づけられる．ここでは，メンバー

間の情報交換のパターン，タイミング等に関して専門家のアドバイスが

ルール化され，ミーティングをリードする必要がある [4][23]．第 3のシス

テム型では AIの導入による知的な支援効果が期待できる．現在，GDSS

の研究において第 3のシステム型の効果的な実現が強く要望されている．

42



2.2.2 AHPによるグループ意思決定支援

Dyerら [5] によって，AHP（Appendix A参照）によるグループ意思

決定支援が提案されている．グループ意思決定にAHPを用いる理由は次

の通りである．(I) AHPによって，ユーザは代替案よりもむしろ目標，評

価基準についてを中心に議論できる．つまり，多くの情報や競合目標があ

る場合でも，ユーザは，AHPではない他の単純化された意思決定のため

の方法を使うことを避けることができる．(II) AHPを用いることにより，

ユーザ間の議論は構造化されるので，ユーザは自分の意見をグループに

反映させることが保証される．(III)AHPを用いることによって，ユーザ

は，知識や経験，または，他の数学的方法による信頼できるデータに基

づいて判断を下すことができる．(IV)グループの問題解決は，問題の各

側面に対する比率尺度を明らかにしながら効果的に進む．議論において

話題が次々と変化し，問題解決の進捗を妨げることはない．(V)AHP の

モデルは，付加的な情報や洞察を利用するための修正をすることが可能

である．AHPは，柔軟に構造化されているために，強力で率直な方法と

なっており，あらゆるグループ意思決定支援システムに組み込むことが

可能である．

グループ意思決定の状況として，(1)共通目標状況，(2)非共通目標状
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況，(3)コンフリクト状況がある．ここで目標とは具体的には AHPにお

ける評価基準を指す．(1)共通目標状況では，すべてのユーザが同じ目標

を持つ．(2)非共通目標状況では，ユーザは非共有な，または隠された目

票を持つ．例えば，多くの部門からなる大企業における意思決定を考え

ると，社会に貢献することは第一の目標として共有されている．しかし，

各部門は非共有な副次的な目標を持ち，それらの目標はコンフリクトを

起こす可能性がある．(3)コンフリクト状況では，対立するパーティーが

存在し，互いに相手の譲歩を求めている．ここでは，パーティが過去の

被害から相手のパーティへの報復を考えている場合も含まれる．

本研究との相違点は，本研究では，ユーザの代理人となるエージェン

トによって，動的な階層構造の管理，他のエージェントとの交渉が行な

われる点である．

2.2.3 会議スケジューリングシステム

会議スケジューリングシステムは，分散環境においてメンバーの個人

的なスケジュールとグループのスケジュールである会議を効果的にスケ

ジューリングすることを狙いとしたシステムである．ここでは会議スケ

ジューリングシステム (分散スケジューリングシステムとも呼ばれる)に
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関する既存の研究を概説する．

マルチエージェントシステムによる会議スケジューリングシステムの

基本的な枠組は，システムのユーザにはそれそれエージェントが割与え

られ，ユーザはカレンダーに自分のスケジュール，好みなどを入力する．

そしてエージェントはユーザのスケジュールや好みを基本情報として交

渉を行なうことによって会議をスケジューリングする．

最近のマルチエージェントによるアプローチでは，同時に多くの会議

をスケジューリングするシステムが一般的である．まず，興味深い研究

は Senと Durfee[17]の研究である．彼らは契約ネットプロトコル，マル

チステージネゴシエーションを用いてスケジューリングを担う中心的な

エージェントを仮定し，スケジューリングのためのヒューリスティックな

戦略を探索手法，アナウンス手法，入札手法，及びコミットメント2のあ

るなしについて分類し，それぞれについて，スケジュールが成功する可

能性についての解析を行ない，いかに効率良くスケジューリングを行な

うかについて議論している．しかし，ユーザの好みは考慮に入れられて

2コミットメント [18]とは，将来に何かをする場合の合意や約束を指す．例えば，ま
ず，エージェント 1がエージェント 2に月曜日の午前中に会議を開くという提案をした
とする．そして，エージェント 1とエージェント 2がなんらかの交渉を行なっている途
中に，エージェント 3 がエージェント 2 に月曜日に丸 1 日会議を開くという提案をし
たとする．このとき，エージェント 2 は，エージェント 1 と交渉を続けるか，または，
エージェント 3と交渉を始めるかということは問題になる．エージェント 2がコミット
メントを必ず行なう戦略であれば，エージェント 2 はエージェント 1 と交渉を続ける
が，そうでなければエージェント 3 と新たに交渉を始めることになる．

45



いない．

マルチエージェント環境において，あるエージェントの他のエージェ

ントの好みの学習についての Buiらの研究 [1]も興味深い．エージェント

は他のエージェントのスケジュールや好みに関する知識を最初は持たな

いが，繰り返しスケジューリングを行ない，統計的に他のエージェント

の好みを学習する．学習の結果，エージェント間の通信料のコストを減

らすことが可能となる．この研究では効果的な学習を実現するために反

復な日程のスケジューリング (例えば毎週水曜日に会議を設定するなど)

を前提とする．ユーザの好みは考慮に入れられていない．

ユーザの好みを考慮に入れながら中心的なエージェントを前提としな

い会議スケジューリング [7]も提案されている．ここでは，エージェント

は順に候補を提案する．あるエージェントが候補を提案し，１人でも受

理しなければ次のエージェントが制約を緩めた他の候補を提案する，と

いう流れを繰り返す．この方式によって自律的なエージェントによる中

心的なエージェントを前提としない会議スケジューリングが可能となる．

ここでは，すべてのエージェントは合意を得ることに失敗した場合，す

ぐに妥協をすることが前提とされる．一般的に人間による交渉では，す

ぐに妥協する場合もあるが，妥協の前段階として説得という行為が行な

われる．
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会議スケジューリングに操作不可能な交渉メカニズムを実現可能なク

ラーク税を導入した研究 [6]も興味深い．この研究の会議スケジューリン

グの枠組は各エージェントが重み付きの投票を行なう．重み付きの投票

では，各エージェントが各選択肢に対して好みの度合に応じた金額を提

示し，最も金額の大きかった選択肢が選ばれ，その候補に投票したエー

ジェントは提示した金額を支払う．重み付き投票の欠点は，最終結果が

変わらない範囲で真の好みの度合よりも少ない金額を提示すれば (嘘をつ

けば)利益があり得るということである．この問題を解決するための方法

として彼らはクラーク税の手法を導入した．クラーク税のもとでの重み

つき投票では提示した金額ではなく，意思決定への影響の度合に応じた

金額として税金 (クラーク税)を支払う．ここでは，各エージェントの提

示した金額を除いた合計を計算し，除いた場合の結果が本来の結果と異

なっている場合，本来の結果に戻すために必要な金額をそのエージェン

トの支払う税金とする．つまり，真の選好を表明することが最適となる．

クラーク税の例を表 2.1に示す．エージェント a1，a2，a3，a4，及び a5

が代替案 A1，A2，及び A3に重み付きの投票をする．エージェントは 108

ポイントを各代替案に振り分ける．まず各エージェントの各代替案に対

する好みの合計を計算する．次にエージェント iが投票しなかった場合

の合計を各エージェント iの行に示す．アスタリスクは合計を表す各行に
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各代替案 aiが投票しな ai

に対する好み かった場合の合計 に対する税
A1 A2 A3 A1 A2 A3

a1 63 3 42 98 167� 167� 0

a2 0 48 60 161� 122 149 12

a3 27 60 21 134 110 188� 0

a4 18 21 69 143 149� 140 9

a5 53 38 17 108 132 192� 0

合計 161 170 209�

Table 2.1: クラーク税の例

おいて最もポイントの多い代替案の合計ポイントを示す．もし，すべて

のエージェントが投票すれば代替案 A3が選ばれる．ところが，もしエー

ジェント a2が投票しない場合，合計が< 161; 122; 149 >となり，代替案

A1が選ばれるだろう．ここで代替案 A1は代替案 A3 より 12ポイント勝っ

ている．つまり，エージェント a2の投票が，12ポイント分結果に影響し

ているといえる．そこで，エージェント a2は 12ポイントの罰金を支払う

ことになる．エージェント a1，a3及び a5は罰金は課せられない．なぜなら

彼らが投票しなくても結果には影響しないからである．この手法によっ

て重み付き投票において，真の選好を表明することが期待できる．しか

し，いくつかのエージェントが結託して嘘をつくことが可能な状況では，

本来の投票結果自体の信頼性が低くなり得るため，クラーク税を用いて

も真の選好の表明は期待できない．
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Computer Supported Cooperative Work (CSCW)[21]の分野などで会

議全体のサポートの一部としての会議スケジューリングを行なうシステ

ムが開発されている．EuroCoOp Task Managerを提案した Busbach [2]

は，会議のサポートに関連して会議サポートシステムがサポートする事

項として，会議の場所の決定，日付の決定，参加者の招待，会議事項の

製作，関連文書の配布，ホテルの予約，会議中の議事録の記録，などを

サポートすることなどを挙げている．

2.3 本研究の位置付け

本研究の位置付けを図 2.11に示す．本研究は，マルチエージェントシ

ステム（MAS）とグループ意思決定支援システム（GDSS）を背景とす

る．マルチエージェントシステムは人工知能（AI）における分散人工知能

（DAI）の中で重要な研究分野であり，分散問題解決（DPS）とは明確に区

別される．マルチエージェントシステムに関する研究分野のうち本研究に

関連する研究分野は，合意形成，交渉プロトコル，ゲーム理論的アプロー

チである．グループ意思決定支援システムに関連する研究分野は，意思

決定支援システム（DSS）に関する分野とグループウェア（GroupWare）

に関する分野がある．本研究に特に関連するグループ意思決定支援シス
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テムの研究分野は，タイプ 3（AIによるコミュニケーションのリード）の

グループ意思決定支援システムに関する研究分野である．

Figure 2.11: 本研究の位置付け
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Chapter 3

会議スケジューリングシステム

3.1 会議スケジューリングシステムの概要

本節では，エージェント間の説得による合意形成を提案し，会議スケ

ジューリングシステムを試作することによりその有用性を示す．ここで

のエージェント間の説得は，エージェント間での効用の変化を狙ったも

のであり，説得の 3つの分類で言えば，功利的説得と言える．会議スケ

ジューリングシステムでは，グループ内の人間であるユーザ 1人 1人に

カレンダーとエージェントが割り当てられ，ユーザは個人的なスケジュー

ルをカレンダーに書き込む．この個人的なスケジュールを基にしてエー

ジェントが交渉し，会議を開くべき日付けについての合意を得る．
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Figure 3.1: システム構成

3.2 システム構成

システムの構成を 3.1に示す．各ユーザは 1エージェントを持ち，エー

ジェントはユーザのスケジュールを管理する．ユーザはカレンダに自分の

プライベートなスケジュールを入力しておく．それと同時に各スケジュー

ルの重要度を 1日ごとに添付しておく．重要度は，9段階の数字によって

表す．1，3，5，7，9はそれぞれ，\やや重要"，\重要"，\かなり重要"，

\非常に重要"，\極めて重要"を示す (2，4，6，8は中間に用いる)．0は

個人的スケジュールがない場合に用いられる．例えば，ある 1日に個人

的なスケジュールがあり，非常に重要であれば 7を入力する．
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3.3 会議スケジューリングにおける説得

まず，エージェント集合をN = fa1; a2; � � � ; ang，会議を行なう候補日

の集合を D = fd1; d2; � � � ; dmgとする．候補日 djにあるスケジュールに

対するエージェント a1の重要度をWa1
(dj)とする．

本システムにおける，エージェント間の合意形成機構を実現した．ま

ず，基本的な合意形成のためのプロトコルを示す．

1. 会議の提案：ユーザから会議のスケジューリングを依頼されたエー

ジェント aproposerが他のエージェントに会議 mnewの提案を行なう．

会議の性質としては，日付，参加人数がある．ここで，提案された

会議mnewの日付を dmnewとする．

2. 受理または却下の報告：各々のエージェントが，提案された会議につ

いて受理または却下の返事を会議を提案したエージェントに返信す

る．このとき，エージェントは提案された日付にスケジュールがあ

れば，提案された会議を却下，なければ受理する．つまり，エージェ

ント aiが日付 dmnew
にスケジュールを持っていて，そのスケジュー

ルの重要度Wai
(dmnew

) > 0 であれば却下，Wai
(dmnew

) = 0であれ

ば受理する．
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3. 集計：会議を提案したエージェントは，各エージェントの受理，ま

たは却下の返信を集計し，始めに決定した参加人数を超えていれば

その会議については合意が得られたとする．そして，合意が得られ

たか得られなかったかについてを他のすべてのエージェントに報告

する．

以上の基本的な合意形成機構に加えて，より多くの合意を得るための

方法として，説得を導入し以下のようにプロトコルを改良する．

1. 会議の提案：ユーザから会議のスケジューリングを依頼されたエー

ジェント aproposerが他のエージェントに会議の提案を行なう．会議

の性質としては，日付，参加人数がある．ここで，提案された会議

の日付を dmnew
，重要度をWaproposer

(mnew)とする．

2. 提案の受理または却下の報告：各々のエージェントが，提案された会

議について受理または却下の返事を会議を提案したエージェントに

返信する．このとき，エージェントは提案された日付にスケジュー

ルがあれば，提案された会議を却下，なければ受理する．つまり，

エージェント aiが日付 dmnewにスケジュールを持っていて，そのス

ケジュールの重要度Wai
(dmnew

) > 0であれば却下，Wai
(dmnew

) = 0

であれば受理する．
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3. 集計：会議を提案したエージェント aproposerは，各エージェントの

受理，または却下の返信を集計し，始めに決定した参加人数を超え

ていればその会議については合意が得られたとする．合意が得られ

た会議については合意が得られたことを他のエージェントに報告す

る．合意が得られなかった会議の決定については保留しておくとい

うことを他のエージェントに報告する．会議の決定を保留する点が

本システムにおける説得の特徴である．

4. 説得：提案された会議について合意が得られなかった場合，説得を

行なう．エージェント aproposer以外のエージェント aiが，過去に自

らが提案したが，合意が得られず保留した会議の中の１つを mold

とする．moldの日付は dmold
，重要度はWai

(mold)とする．ここで，

エージェント aiは，提案された会議の日付におけるスケジュール

の重要度Wai
(dmnew)と保留した会議の重要度Wai

(mold)を比較し，

Wai
(dmnew) < Wai

(mold)であれば，この会議moldを用いて，aproposer

を説得する．エージェント aiは，会議mnewに参加する代償として，

moldにエージェント aproposerの参加を要求するためのメッセージ（説

得メッセージ）を aproposerに送信する．

5. 説得の受理または却下の報告：aproposerは，aiから説得メッセージを受
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Figure 3.2: エージェントの交渉の例

けとり，Waproposer
(dmold

) < Waproposer
(mnew)であれば，会議moldを

受理し，参加する．そうでなければ，却下する．ここで，会議mnew

，moldに関して，参加者の人数が必要な人数を越えていれば，合意

を得られた会議とする．

ここで本システムにおける説得の例を示す．今，3人のエージェント

a; b;及び c が図 3.2のように重要度付きのカレンダーを持っているとす

る．ここでは，可能な候補日の日付は 11日，12日，13日とする．会議

が一つ提案されるごとにステップが 1進むこととする．

ここでエージェント c のユーザが，会議 M1 のスケジューリングを

エージェント cに依頼したとする．このユーザは会議 M1の重要度を 5
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Figure 3.3: 会議M1を提案

とし，出席人数を 3人，日付は 12日としている．エージェント cは会議

M1 を提案し，エージェント a と bにアナウンスする．会議の重要度 5

は，このユーザの主観的な重要度であり，他のスケジュールの重要度と

比較した時のこの会議の重要度を表している（図 3.3）．

提案を受けとったエージェント aは，12日にはスケジュールがないの

でこの提案を受理（Accept）する．一方エージェント bは，12日にスケ

ジュールがあるのでこの提案を拒否（Reject）する（図 3.4）．

会議M1は，エージェント bの拒否により不成立になる．エージェン

ト cはM1の提案を期限である 5ステップだけ保留（Suspend）する（図

3.5）．
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Figure 3.4: 会議M1の評価

Figure 3.5: 会議M1の保留
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Figure 3.6: 会議M2の提案

次のステップにおいて，会議M2の提案をエージェント bがして，ア

ナウンスをしたとする．会議M2の重要度は 5，人数は 2，候補日は 13

日，期限は 5ステップである．会議M2は，候補日が 13日であり，エー

ジェント aもエージェント cも 13日スケジュールがあるので会議M2の

提案は，両方のエージェントに拒否される．

そこで，エージェント b は，エージェント c の提案した会議 M1 が

保留されたことを知っているので，エージェント cを説得する．ここで，

エージェント c が，13日のスケジュールをキャンセルして，会議M2を

受理すれば，会議M2は成立する．そこで，エージェント bは，エージェ

ント cの提案する会議M1を受理すればよい．会議M1の日付は 12日で
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Figure 3.7: 説得

あり，エージェント bの 12日のスケジュールの重要度は 3．今エージェン

ト bが提案している会議M2の重要度は 5 であるから，会議M2が成立

するならば，12日のスケジュールはキャンセルしても合理的である．同

じようにエージェント cにとってもこの状況は合理的といえる（図 3.7）．

そこでエージェント bは会議M1を受理し，エージェント cも会議M2

を受理する（図 3.8）．

3.4 実験と評価

本システムに導入した説得による合意形成の効果を確認するための

実験を行なった．実験では，エージェントの数が 5，候補日となる日付
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Figure 3.8: 説得成功

を 1000日（0～999）を用意し，各エージェントは，1000 日の中にスケ

ジュールを持たせた．そして，上で示した基本的な合意形成と説得を導

入した合意形成のながれを 1ステップとして 50ステップ繰り返した．各

ステップにおいてエージェントは 30％の確率で会議を提案する．各エー

ジェントのスケジュールの密度（1000日のうちどの程度スケジュールが

入っているか）を，0％～100％と変化させ，得られた合意の数を図 3.9

に示した．縦軸が得られた合意のパーセンテージ，横軸がスケジュール

の密度である．得られた合意のパーセンテージは，提案された会議のう

ちどの程度の数の会議が合意を得られたかと示す．

スケジュールの密度が 60％，80％の場合など，スケジュールの密度
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Figure 3.9: 実験結果

が高い場合に，説得が有効であることが図 3.9から分かる．また，スケ

ジュールの密度が低い場合には，説得を用いた場合も用いなかった場合

も差が少ないことが分かる．会議の参加人数の条件や，全体のエージェ

ントの数や，提案される会議の数についても考える必要があるが，より

合意の得にくい場合に，本システムで提案する説得の方法が有効である

ことが分かった．

さらに，本システムのユーザインターフェースを図 3.10に示す．本シ

ステムはアプリケーション記述言語Tcl/Tkを用いてインプリメントされ

ている [14]．図 3.10の左のウィンドウはカレンダーを示し，ユーザはカ

レンダーからスケジュールを入力することができる．右したのウィンド
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Figure 3.10: ユーザインターフェース

ウはエージェントの交渉の過程をエージェントがユーザに知らせるため

のウィンドウである．右上のウィンドウは，ユーザが会議を提案しエー

ジェントに知らせる時に用いるウィンドウである．

3.5 まとめ

本章では，エージェント間の合意形成に基づく会議スケジューリング

システムを試作した．エージェント間の合意形成機構には，合意の保留

というアイデアを導入することによるエージェント間の説得が実現され

ている．ある会議の合意を保留し，後に保留した会議の合意と現在得な
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ければならない会議の合意を交換することによって説得を実現した．そ

して，実験により，より多くの合意を得ることを目的とした状況では，本

システムにおける説得が効果的であることを示した．
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Chapter 4

グループ代替案選択支援システム

4.1 グループ代替案選択支援システムの概要

本節では，エージェント間の説得による合意形成に基づくグループ代

替案選択システムを試作する．本システムではユーザは AHP（Analytic

Hierarchy Process）とエージェントを持つ．ユーザは主観的評価によっ

て，各々に AHPを用いて問題の構造を明らかにし，代替案の重要度を決

定する．その問題の階層構造と代替案の重要度を基本情報としてエージェ

ントは交渉し，グループとして最も好ましい代替案を１つ得るために合

意を形成する．既存のシステムではエージェントの合意形成方式として

投票方式が一般的であった．しかし投票方式はさまざまな矛盾を包含し
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ていることが指摘されている．そこで，本システムでは単純な投票方式

は使わず，説得による交渉によってエージェント間の合意形成を実現す

る．本システムでは AHPの特長の曖昧な尺度による重み付けに注目して

説得機構を構築する．説得機構には，なぜ説得されたのか，どのように

交渉が進んだのかなど，ユーザの交渉内容に対する納得を得るための説

明機構が含まれる．本節の最後に本システムの実験に基づいて，説明機

構の重要性，恣意的な偏った意見を持つユーザが存在する場合について

の有用な知見を示す．

4.2 システム構成

本グループ代替案選択支援機構の構成を図 4.1に示す．本グループ代

替案選択支援機構では，各ユーザの意思決定は階層化意思決定支援機構

によって支援する．各階層化意思決定支援機構はエージェントが管理す

る．エージェントは階層化意思決定支援機構における情報を参照すること

により，他のユーザのエージェントと交渉をする．本システムは，ネット

ワーク環境における計算機を前提とする．階層化意思決定支援機構には，

ユーザが，代替案を決定し，AHPによって問題を階層化し，一対比較を

行なうことによって代替案の重要度を決定を決定する機能として，代替
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Figure 4.1: システム構成

案決定支援機能，階層構築支援機能，一対比較機能が含まれる．各機能

はユーザの負担を軽減するために直観的に分かりやすいGUI（Graphical

User Interface）を用いて構築する．ユーザとAHP，エージェントの関係

を図 4.2に示す．ユーザは自分の主観的な評価を定量的な情報として得る

ために AHPを用いて問題を分析する．エージェントは AHPによって構

築された階層構造からユーザの代替案の好みに関する定量的な情報を得

る．そしてエージェントは他のエージェントとの交渉において階層構造に

おける重みを調整することにより合意可能かどうかを判断する．さらに，

エージェントは交渉に関する説明をユーザに与えることによってユーザ

の納得を得る．

本システムによるグループ意思決定支援過程は以下の流れで行われる．
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Figure 4.2: ユーザ，AHP及びエージェントの関係

まず，決定自体を提案する主催者となるユーザである主催ユーザが，決定

を行なうことを他のユーザに伝える．次にユーザは，代替案決定支援機能

を用いて相互に対話しながら，多数の選択肢の中から選択対象とする代

替案の候補をいくつか決定する．代替案決定支援機能において，ユーザは

共有する代替案のデータベースから代替案としたい案を選びだし，他の

ユーザに提案する．代替案はブレーンストーミングなどで決定する．代替

案が決定したら，各ユーザは階層構築支援機能，一対比較機能を用いて，

決定された代替案について，個別に主観的評価に基づいて問題をAHPの

手法を用いて分析し，各代替案の重要度を決定する．そして，ユーザごと

の代替案の重要度，階層構造を基本情報としてエージェントは他のユー

ザのエージェントと交渉を始める．エージェントの交渉は説得機構を用
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いた説得を基本とした交渉である．エージェントの交渉の結果，候補の

代替案から一つの代替案を選択するための合意を得る．最後に合意を得

られた代替案についての情報がユーザ全員に通知される．

4.3 AHPの利用

本システムでは AHP（Appendix A参照）を利用する．一般的に，明

確な尺度を持たない要素間の比率をユーザが厳密に答えるのは不可能で

ある．そこで AHPでは，一対比較値を獲得するために，\非常に重要"，

\ かなり重要"，\重要"，\やや重要"，\同じように重要"といった言葉に

よる（verbalな）ファジィな表現を用いることによってつかみどころの

ない要因を含む問題に関する主観的な分析を可能にし，ユーザの負担を

軽くする．つまり，AHPにおける一対比較値は人間の意思を厳密に表す

のではなく，だいたいこれぐらいという人間の主観的評価値を表すので

ある．そこで本システムでは人間の主観的評価が，ある値を中心とした

2区間の範囲を含むと考える．1区間は 9点法の最小単位で，図 4.3では

1目盛である．例えば，AHPの一対比較において，\かなり重要"と評価

された重みは AHPの内部では 7の重みとされるが，2区間分もその範囲

と考え，重みが 6,7,8のいずれかであるとする（図 4.3）．
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Figure 4.3: AHPにおける一対比較の尺度

さらに本システムでは，一対比較において，ユーザの一対比較に対す

る信念を表すための 2つの状態として"確定"および"仮定"を用意する．

例えば，ユーザによって確定とされた一対比較は，その重みが確定的（つ

まり，信頼できる）な値として扱われ，仮定とされた一対比較はその重

みが仮定的（つまり，不確か）な値として扱われる．エージェントは説得

において，全体的なウェイトの変化を要求された場合に，仮定とされた

一対比較の重みを 2区間の範囲で微調整することによって，全体的な代

替案の重要度を変化させることが可能かどうかを調べる．この時，非整

合度尺度 I.R.が 0.1以下という制約の中で微調整が行なわれる．

エージェントは，ユーザが主観的な評価で AHPによる階層構造の構

築，一対比較行列を動的に管理する．一般に AHPでは，ユーザに大量の

一対比較を要求する．階層の各レベルでひとつの評価基準に対して n個
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の要素があれば n(n� 1)=2回の一対比較を行う必要がある．階層のレベ

ルや各レベルでの要素数が大きくなると，非常に多くの一対比較が必要

になる．エージェントは，ユーザの負担を減らすために以下の方法を用

いて一対比較の回数を効果的に減らす．そして，一対比較の回数を減ら

すと同時に，一対比較行列全体の整合性を動的に保つことができるよう

にユーザをリードする．

本システムでは，一対比較要素の全要素の初期値として，\どちらも

同じくらい重要"を意味する 1を仮定な値として与える．ユーザは自分に

とって確信のできる一対比較を確定とし，「確信はできないがどちらかと

いえば」という一対比較については仮定とする．そして，そのどちらで

もない決め難い一対比較については，初期値のまま"どちらも同じくらい

重要"を意味する値 1とし，仮定とする．

AHPでは，整合度のある（つまり非整合度尺度 I.R.=0の）一対比較行

列には要素間に推移性が成り立つ．例えば，要素a12の重みはW1=W2，要素

a23の重みはW2=W3であることから，要素 a13の重みが a12× a23 = W1=W2

×W2=W3 = W1=W3となる．本システムでエージェントは，一対比較の

効率化のために Harker法 [8]などの一対比較を補間する方法以外に，単

に推移性を用いて確定的とされた一対比較から推移的に求められる要素

を動的に求める．推移的に求めた要素がすでにユーザによって確定的ま
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たは仮定的に決定されていた場合はユーザに一対比較のやり直しを促し，

ユーザによって 1度も触れられていない場合は，求めた値を仮定的な一対

比較の値とする．Harker法は，カバリングという条件を満たす時のみ適

用可能 [29]なことが知られており，カバリングの条件を満たすためには，

少なくとも一対比較行列の中の要素が推移性によってすべて予想可能に

なる程度の一対比較値が必要となる．実際のシステムにおいてはユーザ

にカバリングを意識させることは負担が大きい．本システムでは初期値

をすべて"どちらでもない"と置くことによって，ユーザに対する無理な

一対比較を強制することを避けた．

一対比較において，非整合度尺度 I.R.の値が 0.1より大きくなった場

合には，一対比較に整合性（すなわち，一対比較の推移性）がないこと

を意味しており，一対比較のやり直しが必要となる．一般に，AHPでは，

一対比較のやり直しは，煩わしい比較作業の繰り返しを再度強いること

になり，意思決定者にとり大きな負担になる．本システムでは，ユーザ

が一対比較において重み付けをすると同時にエージェントが非整合度尺

度 I.R.の値を動的に監視し，I.R.が 0.1を越えた場合は，ユーザに GUI

によって視覚的に分かりやすく伝えることによって，一対比較のやり直

しを促す．以上のように非整合度尺度 I.R.をエージェントがユーザを導

く形で動的に管理することによって，一対比較行列全体のやり直しの回
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Figure 4.4: エージェント間の交渉の流れの例

避を可能にし，整合度の高い一対比較行列を実現できる．

4.4 説得機構と説明機構

本システムのエージェント間の合意形成は，2つのエージェントの説

得を積み上げた合意である．ここでは，まず，エージェント全体の交渉

の流れを示し，次に 2エージェント間の説得の流れを示す．

エージェント全体の交渉の流れの例を図 4.4に示す．a; b; c; d; eをエー

ジェントとする．エージェントはまず 2つ 1組になる．図 4.4では，まず

a が bを，cが dを説得し，説得が成功したとする．aと b，cと dがグ
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ループを作る．説得したエージェントがグループの代表のエージェント

となる．もし説得が失敗したならば，説得する側と説得される側を入れ

替わって説得を行なう．例えば，aと bで説得が失敗したなら，bが aを

説得する．図 4.4では説得は成功したとし，aと bのグループ，cと dのグ

ループができる．aと bのグループでは aが代表，cと dのグループでは

c が代表となる．次からは，グループの代表と残ったエージェントの交

渉となる．つまり a; c; eでの交渉となる．ここでは aが eを説得し，成

功したとする．a; b; eと c; dのグループができる．最後に aと cの交渉と

なり，aが cを説得に成功し最後に合意に達成する．

エージェント間の説得の基本となる 2つのエージェント間の説得の流

れを図 4.5に示す．説得するエージェントを説得エージェント，説得され

るエージェントを被説得エージェントとよぶ．まず，説得エージェント

は，説得案を被説得エージェントに提示する．説得案は，ユーザが AHP

によって主観的評価によって決定した重要度の順が最も高い代替案であ

る．被説得エージェントは以下の流れで説得案を受理するかしないかを

決定する．

第一に，説得案の受理のチェックを行う．説得案の受理のチェックに

おいて，説得案を受けとった被説得エージェントは，自分の選好順序の

最も高い代替案が説得案として提示された代替案と同じであれば説得案
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Figure 4.5: 2エージェント間の説得の流れ

を受理するが，異なれば受理しない．説得案を受理したら説得は成功と

なる．

第二に階層構造の中の一対比較行列の重み付けを変更することによっ

て，代替案の選好順序に変更を試みる．例を図 4.6に示す．あるエージェ

ントの選好順序の変更前が図 4.6の上図，変更後が図 4.6の下図だとする．

図 4.6の上図においては選好順序に関して代替案 Iが代替案 IIおよび代替

案 IIIに勝っているとする．この時，代替案 IIが説得案として提示され

たとすると，このエージェントは代替案 IIの重要度を増加し，代替案 I

と選好順序を逆転できないかを試みる．本システムでは選好順序を変更

するためのヒューリスティクスとして，代替案を直接，一対比較要素と
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Figure 4.6: 重み付けの調整の例

して持つ一対比較行列に関してのみ，重要度を増加させるべき代替案に

関する仮定的な一対比較の変更を行う．その他の一対比較行列に関して

は変更は行なわない．図 4.6の例では，点線で囲んだ階層の一対比較行列

が対象となる．これは，各階層における一対比較は他の一対比較とは関

係なく独立に行なわなければならないというAHPの特長のためである．

つまり，図 4.6では，目標に関する一対比較と，評価基準 Iに関する一対

比較とは全く独立したものとして扱わなければならないのである．

代替案を直接一対比較要素として持つ一対比較行列に対して次の戦略

で調整を行なう．AHPの特徴から，代替案 Iiに関する重要度を増加させ

るためには，一対比較行列の第 i行の対角要素以外の要素の値を増加さ

せれば良い．つまり本システムのエージェントは，代替案 Iiに関する重
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Figure 4.7: 一対比較行列における重み付けの調整の例

要度を増加させるために，一対比較行列の第 i行の仮定的な要素の値を 9

点法の尺度において 1区間ずつ，最大 2区間の範囲で全体的な代替案の

選好順序に変化があるまで増加させる．例を図 4.7に示す．簡単のために

図 4.7の一対比較行列の要素はすべて仮定的とする．今，図 4.7の上の図

において代替案 II の重要度を増加させたいとする．この時，エージェン

トは代替案 IIの代替案 Iおよび代替案 IIIに対する重みを 1区間分増加

させ，代替案 IIの重要度を増加させる．重要度を変更するときに，エー

ジェントは変更する案をユーザに提案し，ユーザの許可があれば実際に

変更し，許可しなければ変更は行なわない．
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第三に重みの微調整を行なった結果，説得案を受理することが可能か

チェックし，受理可能なら説得成功とする．第四にユーザへ重み付けの変

更依頼をする．現在までどの代替案について，どのような部分集合がで

きているかを説明機構によってユーザに提示し，ユーザに変更を依頼す

る．第五にもう一度，説得案の受理をチェックする．以上が本システムに

おける 2エージェント間の説得機構である．第二段階のユーザの変更許

可機能，第四の段階を設けることによって，ユーザのエージェントに対

する信頼性を高める．

エージェントは，交渉途中，交渉終了直前にユーザへ交渉の経緯につ

いての説明を行なう．説明はGUIによって行なわれる．交渉のある時点

で，どのエージェントに説得されたか，どの一対比較値を変更するか，ど

のエージェントを説得したか，現在どのようなエージェントの部分集合

が存在するか，などの説明を提示する．エージェントが説明機構を持つ

ことによって，どの程度ユーザが安心して仕事を依頼できるかという信

頼性を増加させることが可能である．信頼性はインターフェースエージェ

ント1を実装するために重要な要因である．

1本システムのエージェントのように，ユーザの代理人としてユーザから権限を委任
されてユーザの作業を代行したり，ユーザに示唆を与えたりするエージェントをイン
ターフェースエージェントとよぶ [10]．
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4.5 実行例と議論

本システムは，プログラミング言語 Java によって実装されている．

Javaの特長により，ユーザはインターネットを通じて，プラットフォーム

に依存することなく本システムを実行できる．実験として，メンバー 10

人程度の大学の研究室においてコンピュータを購入する時にコンピュー

タの選択を決定するために，本システムを用いた．コンピュータを購入

する場合に各研究グループにおいてその目的が異なっており，非共通目

標状況であった．共通な目標つまり評価基準として，論文の執筆，プロ

グラムのコーディングなどがあった．非共通な目標つまり評価基準とし

て，ゲーム，音楽などがあった．図 4.8は，ユーザがコンピュータ選択に

関して AHP を用いて主観的な評価を行なう画面を示している．左上の

ウィンドウは階層構築支援機構である．白で示される評価基準，つまり

目標が公開される目標であり，黒で示される目標は非公開となる．ここ

では，公開される目標として「Writing」「Programming」があり，非公開

の目標として「Game」がある．左下，右下のウィンドウが一対比較機構

である．右上のウィンドウは代替案選択支援機構である．右下のウィン

ドウは，一対比較を行なうウィンドウで，ユーザの理解を容易にするた

めにGUIを工夫した．左下のウィンドウは一対比較行列を示すが，色に
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Figure 4.8: 実行例 (1)
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Figure 4.9: 実行例 (2)

よって，\確定"，\仮定"な一対比較を区別している．図 4.9は，エージェ

ントの説明機構を示した例である．ここでは，代替案「PM7100」を説得

案としてエージェントが受信し，エージェントが代替案「PM7100」の選

好順序を最も高くするために微調整された一対比較行列を図 4.9の右下に

一対比較行列を示すことによって提案している．これは，説得機構にお

ける説明機構で，エージェントがどのような変更を行なおうとしている

のかを提示し，ユーザに許可を求めていることを示す．ユーザはエージェ

ントの提案を許可し一対比較行列の変更をするなら「OK」ボタンを，不

許可ならば「NO」ボタンを押す．図 4.9の右上のウィンドウは説明の詳
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細である．

実験を行なった結果，以下のような知見を得ることができた．グルー

プの中のメンバーには，極端な評価を恣意的に行なう者が現れ，全体的

な合意の妨げとなることが多い．このような場合の対処法として以下の

ような案が出された．(1)AHPは，グループである共有する目標について

は前向に決定してゆこうという前提の元で行なわれるため，極端な評価

を恣意的に行なうという行為自体を禁止する．(2)極端な評価を恣意的に

行なうということ自体が意見と認められる．その場合，そのユーザを除

いた部分的な合意を得るだけでも価値がある．(1)の案はすべての選択問

題に適用可能であるが，ユーザにさらに制約をかけることになる．(2)の

案は，全体的な合意が必要でないとき，例えば，旅行先を決定するとき

は部分的な合意を出すことによって，恣意的な評価を決定したユーザは

旅行自体を拒否したいと判断し，それ以外のユーザでは合意が得られた

とする．この場合，メンバーの間でさらに話し合いが必要であると思わ

れる．

説得機構については次のような知見が得られた．説得には，説得す

る側，説得される側が存在し，説得される側の納得が必要である．当初，

ユーザがエージェントの交渉には関与しないエージェントのみのインタ

ラクションによる説得機構を構築したが，ユーザはあらかじめ説明があっ
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ても，自分のエージェントが説得されてしまうと不満を感じることが分

かった．つまり，インターフェースエージェントを構築する際のユーザの

エージェントに対する信頼性の問題である．ユーザのエージェントに対

する信頼度を増加させるには，ユーザがエージェントの行動に納得する

必要がある．そこで，エージェントは最終的にユーザに確認を取るため

に，合意の経緯についての説明を行なう．この時，ユーザが納得のでき

る説明が不可欠である．本システムでは，第 4章で示したとおり，エー

ジェントは説明機構を用いてユーザの納得を得るための説明を示す．

4.6 まとめ

本論文では，エージェント間の説得による合意形成に基づくグループ

意思決定支援システムとしてグループ代替案選択支援システムを構築し

た．エージェント間の交渉において，決定方式にさまざまなパラドックス

を包含する投票方式ではなく，説得による交渉方式を提案した．説得に

よる交渉方式では，エージェント同士が説得によって合意を形成するが，

説得される場合はユーザの納得を得ることによって，エージェントの信

頼性を高めなければならない．そこで本システムでは，なぜ説得された

のか，どのように交渉が進んだのかについての説明機構をエージェント
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に持たせ，ユーザが交渉内容に納得ができるようなシステムを構築した．

そして，実験を行なうことによって，説得における説明機構の重要性や，

恣意的な偏りのある判断をメンバーが行った場合の対処についての知見

が得ることができた．
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Chapter 5

議論

本章では，本研究を要約し，その成果を示し，今後の課題について議

論する．

5.1 本研究の要約

グループ意思決定支援システムに人工知能の技術を導入することに

よって，より知的で効果的な意思決定の支援が期待されている．本研究

では，人工知能の分野で最近注目されているマルチエージェントシステ

ムをグループ意思決定支援システムに導入することにより，より知的で

効果的なグループの意思決定の支援を目指している．特に自律的なエー
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ジェントの機能の一つといわれている合意形成を用いることによって，グ

ループの意思決定を支援する．既存のシステムにおいては合意形成を単

に多数決の投票で行なう場合が多い．投票方式は現実社会で用いられる

ことが多く，人間にとって馴染みのある方式であるため，分かりやすい

という長所がある．しかし，投票方式には様々な矛盾が包含されている

ことも指摘されている．そこで本研究では，投票方式を補うような交渉

方式として，説得を提案した．本論文では，説得を用いた合意形成に基

づくグループ意思決定支援システムとして，会議スケジューリングシス

テムとグループ代替案選択支援システムを試作した．

1章では，マルチエージェントシステムとグループ意思決定支援シス

テムに関する研究のながれを示すことにより本研究の背景と動機を示し，

マルチエージェントシステムをグループ意思決定支援システムに適用す

る場合の問題点を示した．その問題点を考慮した上での本論文での目的

であるエージェントの合意形成における説得方式について，実際の人間

社会の説得を分析することによってその問題点を示した．

2章では，これまでのマルチエージェントシステムのエージェントの

交渉と合意形成，及びグループ意思決定システムに関する関連研究につい

て述べ，本研究の位置付けを明確にした．（i）エージェント間交渉と（ii）

グループ意思決定支援の両面から，関連研究と本研究の相違点と類似点
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を明確にした．

3章では，会議スケジューリングシステムを試作した．会議スケジュー

リングシステムにおいては，合理的なエージェントという観点から説得

という交渉プロトコルを構築した．ここで提案した説得は，合意を保留

することによって，エージェント間において合理的な取り引きが可能な

状況をつくり出すことが可能であることを示した．この説得プロトコル

では，エージェント間の効用の取り引きはなくてもよく，エージェント

は個々の合理性を単に追求することによって，全体として合意をより多

く得ることが可能であることを実験を通して示した．さらにこの説得プ

ロトコルを基にした会議スケジューリングシステムを試作した．

4章では，グループ代替案選択支援システムを試作した．グループ代

替案選択支援システムでは，エージェントは，AHPによってユーザの主

観的な評価を定量化して知識として持つことができる．AHPにおける曖

昧な（Fuzzyな）言葉による（Verbalな）比較尺度に注目し，エージェン

トがユーザの判断を適当に調整することによって，説得という交渉を実

現した．AHPを用いることによって，ユーザは自分がなぜ説得されたの

かということが分かり易くなった．そして，グループ代替案選択支援シ

ステムを試作することによって，いくつかの有用な知見を得た．
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5.2 成果

エージェント間の意思決定や，エージェントとユーザとの対話に関す

る研究は非常に盛んに行なわれている．マルチエージェントシステムを

グループ意思決定支援システムとして捉えた研究はほとんど見当たらな

い．グループ意思決定支援システムにおいて人工知能技術の導入が期待

される中，本研究では，マルチエージェントシステムをグループ意思決

定支援システムに適用することを提案し，より知的で効果的なグループ

の意思決定を支援することが可能であることを示した．また，グループ

の意思決定を支援するために必要なエージェント間の合意形成について，

既存の研究では単に投票によって合意を得ていた．しかし，人間の社会

をモデル化した時，人間の社会では投票だけではなく，説得のような交

渉によっても合意が形成されていく．本研究では，この点に注目し，合意

形成のための説得を様々な方式によって実現した．本論文では特に 2つ

の説得の実現方法を提案し，実際のグループ意思決定支援システムとし

て，会議スケジューリングシステムとグループ代替案選択支援システム

を試作することによって，その効果と有用性を示した．

近年の人工知能研究では，完全に自律的なエージェントがユーザの日

常的な業務や生活を支援するようなシステムが研究されている．この時
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自律的なエージェントには，ロボットのような現実的に自立したものか

ら，本研究で扱ったようなソフトウェアによるものまで含まれる．この

自律的なエージェントが，個々の能力を単に足しただけでは処理し切れ

ないより大きな仕事を協調することによって処理していかなければなら

ない．このときエージェント間においてどのように合意を得るかという

ことが大きな問題となる．本研究では，説得という交渉方式が自律的な

エージェントの交渉に適用できることが可能であることを示した．

5.3 今後の課題

本研究では，説得という交渉方式に焦点を絞り，エージェントの合理

性を用いた説得と，AHPによる信念の変更という説得を提案した．しか

し，人間の間の説得とは，人間の知識，意図，信念や効用などがより複

雑に絡み合った態度の変更である．そこには感情も含まれる場合もある．

説得というものをより深く解明するには，論理的なアプローチが不可欠

と考える．エージェントの知識や信念を扱うために様相論理が用いられ

る．説得に関しても様相論理を用いることによってより深い理解が得ら

れる分析が可能であると考えられ，今後の課題である．

また，本研究では説得という交渉方式をエージェントの交渉に取り入
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れたが，人間社会の交渉方式はもちろん，投票，説得のみではない．例え

ば，根回しなどによる交渉方式は，日本における交渉のスタイルの 1つ

であり，悪い側面もあるが，良い側面もある．様々な交渉方式の良い側

面を取り入れることによってエージェント間の交渉をより効果的なもの

にすることが可能である．さらに，根回しなどは日本の交渉の典型であ

り，殴米諸国では見られない．エージェントの交渉の研究は殴米諸国か

ら始まっており，その交渉方式はすべての人が平等に意見を述べる方式，

つまり殴米方式である．日本の交渉方式では，必ずしも交渉に加わった

全員が意見を述べるとは限らない．にもかかわらず，日本の企業の世界

への進出は目覚しく，日本の企業における意思決定のための交渉方式は

注目に値する．そこで，日本の会社組織における会議の方式や意思決定

の方式をエージェントの交渉に取り込むことによって，今までにないユ

ニークかつ効果的な交渉方式が期待できる．
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Chapter 6

結論

本論文では，マルチエージェントシステムをグループ意思決定支援シ

ステムに適用することによって，グループの意思決定をより知的にそし

て効果的に支援することを可能にした．そして，グループの意思決定を

支援するためのエージェント間の新たな合意形成として説得による交渉

方式を提案し，グループ意思決定支援システムである会議スケジューリ

ングシステムとグループ代替案選択支援システムを試作することによっ

て，その有用性を示した．

既存の研究においてエージェントの合意形成は主に投票によって行な

われていた．投票による合意形成は，人間の社会で広く知られており分

かりやすいという長所もあるが，投票方式は様々な矛盾を包含している
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ことが指摘されている．そこで本研究では投票方式を補う形で，説得と

いう交渉方式をエージェント間の合意形成に取り入れた．説得は，人間

の社会での交渉ではもちろんよく使われる方式である．

会議スケジューリングシステムにおいては，説得をエージェントの合

理性を基にして合意形成機構を構築した．本システムでは，合意の保留

を可能にすることによって，エージェント間での合意に関する取り引き

を可能にした．簡単に示すと「あなたの意見に賛成するので，私の意見

にも賛成してください」という説得方法である．これによって，説得を

用いない場合と比較してより多くの合意を得ることが可能になった．

代替案選択支援システムでは，AHP（Analytic Hierarcy Process）を

用いることによって，ユーザの主観的な評価を定量化した．これにより，

これまで困難であったユーザの主観的な評価をエージェントに知識として

与えるが可能となった．また，AHPにおいては曖昧な（Fuzzyな）言葉

による（Verbalな）比較尺度が用いられる．そこで本システムではエー

ジェントはこの曖昧性を利用してユーザの主観的評価を微調整する．こ

れによって，エージェントは合意形成において，説得された場合に妥協

という行動を取ることが可能となり，説得が効果的に実現できた．本シ

ステムを使った実験により有用な知見も得ることができた．

知的なエージェントという意味でのマルチエージェントシステムの研
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究が盛んになったのは最近のことである．そのため，マルチエージェン

トシステムを他の分野に応用する研究が増えてきたのも最近である．本

研究では，マルチエージェントシステムをグループ意思決定支援システ

ムというオペレーションズリサーチの分野に応用し，その有用性を確か

めた．また，マルチエージェントシステムの研究は，社会をモデル化す

る研究である．しかし，現在のマルチエージェントシステムの研究は殴

米諸国から生まれたものであり，殴米の社会をモデル化したものである

といっても過言ではない．日本には殴米とは異なる文化，社会があり，日

本の社会をモデル化することによって，より効果的なマルチエージェン

トシステムの実現が期待できる．本研究では，説得という方式をエージェ

ントの合意形成に取り入れることを提案した．さらに根回しなどの日本

のスタイルの交渉方式の応用も行なう．本研究は，殴米中心のエージェン

トの交渉に関する研究にインパクトを与え，マルチエージェントシステ

ムの可能性を広げたに相違ない．
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Appendix A

AHPの概要

意思決定のプロセスにおいて，まず問題を明確にし，その問題を解決

するための解決策や計画案などの代替案を生成する．そして，いくつか

代替案がある場合，どの代替案を選択することが次の段階の問題となる．

この時，代替案の客観的に比較評価が可能である場合と主観的な評価に頼

らざるを得ない場合がある．AHP（Analytic Hierarchy Process）は，選

択問題に威力を発揮する手法であり，主観的評価に頼らざるお得ない問

題をも扱うことを可能とする手法である．

AHP では，まず意思決定の問題を分解し，問題（Problem）または

目的（Goal），評価基準（Criteria）または目標（Objectives），代替案

（Alternatives）の関係でとらえて階層構造を構築する．例として，海外旅
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Figure A.1: 海外旅行の行き先選択問題の階層構造

行における行き先の決定に AHPを用いた場合を示す．階層構造は図 A.1

のようになったとする．

問題または目的：総合的な目標を総括したもの．図 A.1の例では"海外

旅行の行き先の選定"となる．

評価基準または目標：目的は目標を満たすことによって達成される．評

価基準は，どの代替案がどれくらい目標を満たしているかを評価す

るために使う．評価基準と目標という言葉は，語彙論的には類義語

ではないが，AHPによる解析では類義語として扱われる．図A.1の

例では"知的興味"，\治安"，\費用"である．
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代替案：最終的な目的を達成するための選択肢．図 A.1 の例では，\イ

タリア"，\アメリカ"，\インド"である．

AHPはより複雑な階層構造もサポートできる．評価基準をさらに分

解し，副評価基準，さらに分解し，副副評価基準，…，と細かく問題を

分割することが可能である．細かく階層的に分析することによって，複

雑でかつ構造の不明確な問題を整理することができる．例えば，図 A.1

において，評価基準 \知的興味"を，"自然"に関する知的興味を \人々"

に関する知的興味といったように副評価基準に分解することができる (図

A.2)．

AHPでは階層構造のあるレベルの要素を一つ上のレベルの要素を評

価基準として一対比較を行ない，その相対的なウェイトを決定する．例

えば，図 A.1では，"海外旅行の行き先の選定"を評価基準として，" 知

的興味"，\治安"，\費用"に関して一対比較を行ない，ウェイトを決定す

る．同様に代替案についても，"知的興味"，\治安"，\費用"をそれぞれ

評価基準としてウェイトを決定する．一対比較の方法は後に述べる．例

えば，A.1のウェイトが

それぞれ表 A.1，表 A.2，表 A.3，表 A.4のように決定されたとする．

以上のように決定したら，最後に \海外旅行の行き先の選定"に関す
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Figure A.2: より複雑な階層構造のサポート

Table A.1: \海外旅行の行き先の選定"に関して
評価基準 ウェイト
知的興味 0.614411

治安 0.117221

費用 0.268369

Table A.2: \知的興味"に関して
評価基準 ウェイト
イタリア 0.075200

アメリカ 0.182955

インド 0.748184
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Table A.3: \治安"に関して
評価基準 ウェイト
イタリア 0.310814

アメリカ 0.493386

インド 0.195800

Table A.4: \費用"に関して
評価基準 ウェイト
イタリア 0.217166

アメリカ 0.717065

インド 0.065769

る各代替案の総合的なウェイトを求める．まず表 A.1から，

知的興味

治安

費用

2
66666666664

0:614411

0:117221

0:268369

3
77777777775

(A:1)

とできる．

そして，表 A.2，表 A.3，表 A.4より，
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知的興味 治安 費用

イタリア

アメリカ

インド

2
66666666664

0:075200 0:310814 0:217166

0:182955 0:493386 0:717065

0:748184 0:195800 0:065769

3
77777777775

(A:2)

そして，行列 A.1と行列 A.2を掛け合わせる (式 A.3)．

2
66666666664

0:075200 0:310814 0:217166

0:182955 0:493386 0:717065

0:748184 0:195800 0:065769

3
77777777775

2
66666666664

0:614411

0:117221

0:268369

3
77777777775

=

2
66666666664

0:140918

0:362682

0:496400

3
77777777775

(A:3)

式 A.3によって，結果として，代替案 \イタリア"のウェイトが 0:140918，

代替案"アメリカ"のウェイトが 0:362682，代替案" インド" のウェイト

が 0:496400であることが分かり，代替案" インド"が最も好ましい代替

案であることが分かる．

一対比較はある評価基準を基にして 2つの要素を比較する．要素 iは

要素 jに比べて，「どのくらい好ましいですか？」や「どのくらい重要で

すか？」などの問いに答える形式で行なう．2つの要素のみに関して比較

するために，たくさんの要素の順序付けをする必要がなく，ユーザの負

110



担を減らし，ユーザのより的確な判断を得ることが可能となる．一対比

較において 2つの要素を比較する際に，表 Aの尺度を用いる．表 Aにお

いて要素 iと要素 jを入れ換えて比較した場合は逆数をとる．2つの要素

iと jを比較した値を aijとする．例えば，評価基準"海外旅行の行き先の

選定"に関して，要素"治安"は要素"費用"より，かなり重要とすれば，

AHPではその判断を値 7として扱う．

ここで AHPに関して重要な点は，比較を行なう場合，ユーザは具体

的な値でなく言葉によって表現すればよいということである．一般的に，

明確な尺度を持たない要素間の比率をユーザが厳密に答えるのは不可能

である．そこでAHPでは，一対比較値を獲得するために，\非常に重要"，

\かなり重要"，\重要"，\やや重要"，\同じように重要"といった言葉に

よる（verbalな）ファジィな表現を用いることによってつかみどころの

ない要因を含む問題に関する主観的な分析を可能にし，ユーザの負担を

軽くする．つまり，AHPにおける一対比較値は人間の意思を厳密に表す

のではなく，だいたいこれぐらいという人間の主観的評価値を表す．

評価基準 \知的興味"に関して，各代替案について一対比較を行ない，

表 Aのように一対比較行列 A = [aij] を作成する．一対比較行列では，

aij = 1，aji = 1=aij である．評価対象が nであるとき，n(n � 1)=2回の

一対比較が必要となる．これは nが大きくなった場合に AHPの欠点と
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Table A.5: 一対比較の尺度
要素 iは要素 jと比較して aij

同じように重要 1

やや重要 3

重要 5

かなり重要 7

非常に重要 9

補間的に用いる 2,4,6,8

Table A.6: "知的興味"に関する一対比較行列
イタリア アメリカ インド

イタリア 1 1/3 1/8

アメリカ 3 1 1/5

インド 8 5 1

なる．表 Aからウェイトを求める．求める手法は後で説明する．結果は，

表 A.2である．

一対比較行列からウェイトを求める方法を説明する．いま n個の項目

I1; � � � ; Inがあり，その本来のウェイトが w1; w2; � � � ; wnであるとする．そ

のとき，項目 Iiと Ij の一対比較値 aijは，理想的には，

aij =
wi

wj

(A:4)

という関係を満たすはずである．ここで一対比較行列 A = [aij]は式 A.5
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のようになる．

A =

2
6666666666666664

w1=w1 w1=w2 � � � w1=wn

w2=w1 w2=w2 � � � w2=wn

...
...

...

wn=w1 wn=w2 � � � wn=wn

3
7777777777777775

(A:5)

そして，Aの右側からウェイトベクトルを乗じると式 A.6のようにな

る．式 A.6から，ウェイトベクトルは Aの固有ベクトルであることが分

かる．

Aw =

2
6666666666666664

w1=w1 w1=w2 � � � w1=wn

w2=w1 w2=w2 � � � w2=wn

...
...

...

wn=w1 wn=w2 � � � wn=wn

3
7777777777777775

2
6666666666666664

w1

w2

...

wn

3
7777777777777775

= n

2
6666666666666664

w1

w2

...

wn

3
7777777777777775

(A:6)

行列 Aの 2行目以下は第 1行列の定数倍であるから，行列 Aの階数

（ランク）は 1となる．つまり行列 Aの n個の固有値のうち，1つだけが

非零で，他はすべて零である．一般に，固有値の和 =行列の対角要素の

和 (= n)となるので，非零の固有値は nのみであり，理想的な行列 Aの

113



最大固有値となる．

現実の一対比較行列 Aは式 A.5の形をしていることは期待できない．

もし，ほぼ式A.5の形に近いのなら，Aの最大固有値と固有ベクトルを求

め，その固有ベクトルが各評価項目のウェイトとして採用できる．つま

り，生成した一対比較行列が理想的な一対比較行列とどの程度違うかと

いう整合性の指標が必要となる．

AHPでは整合性の指標 (Consistency Index)が用意されており，式A.7

で表される．�maxを現実の一対比較行列の最大固有値とする．

C:I: =
�max � n

n� 1
(A:7)

行列 Aが完全な整合性を持つ場合はこの値は 0であり，それが大きくな

るほど非整合性が高いとみることができる．C.I.の値は 0.1(0.15の場合

もある)以下であれば整合性ありとされる．しかし，それを超える場合は，

一対比較の判断を見直してみる必要があるといわれている．

式 A.7の意味を説明する．行列 Aには n個の固有値があり，その和は

nとなることが分かっている．そこで，

�max � n (A:8)
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は，�max外の固有値の大きさを示す指標とみることができる．ここで一

般に�max � n � 0であるから [25]，

�max � n � 0 (A:9)

である．(n� 1)個の固有値でこの指標を持つので 1個当たりの平均が式

A.7となる．

C.I.に加えて，さらにもう 1つ整合度を表す指標が用意されている．

1=9; 1=8; � � � ; 1=2; 1; 2; � � � ; 8; 9の値をランダムに入れた行列 A（ただし対

角要素は 1で，対称要素の逆関係は成立しているものとする）の C.I.を

各 n に対して 500回計算し，その平均 R.I.を求めた (表 A.7)．この値を

ランダム整合度と呼ぶ．

Table A.7: ランダム整合度
n 1 2 3 4 5 6

R.I. 0.00 0.00 0.58 0.90 1.12 1.24

n 7 8 9 10 11 12

R.I. 1.32 1.41 1.45 1.49 1.51 1.53

C.I.の値をR.I.で割った値を整合比（Consistency Ratio）と呼び，C.R.

で表す A.10．

C:R: =
C:I:

R:I:
(A:10)
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C.I.と C.R.の値が 0.1以下（場合によっては 0.15以下）ならば，整合性

がありと判断できるとされる．しかし，それを超えたら一対比較のやり

直しが必要とされる．

AHPの注意点を簡単に説明する．

� 階層構造における同一レベルに取り入れる要素 (項目)は互いに独

立性の高いものを採用すること．

� 一対比較の対象となる要素数は 7個まで，多くても 9以下にする．

� 総合的なウェイトは，通常選好度を示しており，この値の大きい順

に好ましいことを表すが，この値の差にはあまり意味がないので，

注意を要する．
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